
                                                                                                                                    

The discrete inverse scattering problem in one 
dimension* 
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(Received 18 June 1973) 

A discrete version of the inverse scattering problem in one dimension is considered. While the 
natural formulation is somewhat different from the three-dimensional problem with spherical 
symmetry, the equations of solution tum out to be almost identical. Indeed, in the continuous limit 
(SchrOdinger equation) even the slight differences disappear. Two equivalent treatments 
corresponding to considering incidence from left or right are given. For actual computation a 
combination of the two seems most efficient. 

I. INTRODUCTION 

Previouslyl we have discussed discrete versions of 
the inverse scattering problem corresponding to a 
spherically symmetric potential. Here the purely one­
dimensional discrete problem is discussed. There are 
two reasons: First there are illuminating differences 
between this case and the earlier treated one. Second, 
the problem is somewhat intermediate between that for 
the three-dimensional isotropic and anistropic potentials. 

Explicitly we consider the following equation: 

H cp(A,n + 1) + cp(A,n - 1)} = Ag(n) cp(A,n), 

- 00 < n < 00. (1.1) 

For SimpliCity (only) we assume that 

g(n) == 1, Inl>N. (1. 2) 

IT we put 

A = 1- E/l2, g(n) == eq (R)b.2 , 

and pass to the limit 

/l -7 0, nt:.. -7 x ;" 0, 

we obtain the one-dimensional Schrodinger equation with 
potential q(x). 

Our problem is the following: If A = cos e, with 
- 11 :5 e ~ 11, then Eq. (1.1) has the solutions CPt which 
for In 1-7 00 behave so that 

n -7 + 00, <I>+(e,n) -7 s++(e) e ina, 

cp-<e,n) -7 e- ine + s_+ (e) e+;n e, 

n -7 _ 00, cp+(e,n) -7 e;ne + s+_ (e)e- ine , 

cp_(e, n) -7 s __ (e) e-ine • (1. 3) 

The question is to determine g(n) given the 2 x 2 mat­
rix S. As in other inverse scattering problems we will 
find that the solution is unique provided we are given 
the positions of the bound states2 and their normaliza­
tion constants. 

In Sec. II some needed properties of solutions of Eq. 
(1. 1) are summarized. The explicit solution to the prob­
lem is then obtained in Sec. m. An example is described 
in Sec. IV and the continuous (Schrodinger) limit is given 
in Sec. V. 

II. SOME PROPERTIES 

From Eq. (1. 1) it follows that if cP (1), cP (2) are two 
solutions then the Wronskian 
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W[ cP (1), cP (2)] 
= Hcp(l.) (A,n + 1) cP(2) (A,n) - cp(1)(A,n) cP(2) (A,n + 1)} 

is independent of n. Then from the asymptotic forms 
given by Eq. (1. 3) we conclude that (for A = cos e) s++== s __ 
and the matrix S is unitary, Le., 

Two functions related to CPt are defined so that 

J. -----7 e±in e . 
n ..... ±oo 

Clearly 

and 

(II. 1) 

More generally we define ft so: Let z == e if', then for 
all z we define ft(z,n) so that 

lim ft(z,n) = ztn • (II. 2) 
n-±OO 

Bound states [Le. square summable solutions of Eq. 
(1.1)] clearly correspond to those values z; where 
IZi 1< 1 and f+(z,n) ~ f- (z; ,n). From Green's type 
identities one readily concludes that z i are real, simple 
and occur in ± pairs. Comparing with the asymptotic 
behavior given by Eq. (I. 3) we see these z; are poles of 
all elements of S. Further3 

f+(Zi ,n) = Ct. J- (Zi ,n), (II. 3) 

where 

lim 
s+ _ (z) 

lim 
S __ (z) 

(II. 4) Ct.; = ---== 
z--+ Zi S++ (z) z--+ zi s_ + (z) 

Again from a Green's type identity we conclude that 

f; g(n)f}(zpn) == ~ == - Ct.iZ i [~ ~J ' 
n"-OO M? dz S 

I. ++ z=z i 

(II. 5) 

and 

;. (2 1 z; [d 1 ] LJ g n)f_ (z;,n) == - =-- - -
,,"-00 N.2 Ct.. dz S 

l Z ++Z=Zj. 

(II. 6) 

Finally we note from Eq. (I. 1) written in the forms 

f+(z,n - 1) = (z + l/z)g(n)f+(z,n) -f+(z,n + 1) 

and 

f_(z,n + 1) = (z + 1/z)g(z)f-<z,n) -f-<z,n - 1) (II. 7) 
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that we have representations of the form 
00 

m=n 
and 

n 

I_(z,n) = E K_(m,m)z-m, 
m=-OO 

where K± are independent of z. Moreover, 

and 

lim K+(n,m) = Cl(n,m) = lim K_(n,m) 
,,~oo n~-OO 

g(n) = K+(n - 1,n - l)/K+(n,n) 

=K_(n + 1,n + l)/K-Cn,n). 

III. SOLUTION 

(II. 8) 

(11.9) 

(11.10) 

Given the matrix S for z on the unit circle, the z i and 
the M~ (or N~) we now want to construct g(n). 

Notice that for 1 z 1 = 1,1+ and 1+* are two linearly 
independent solutions of Eq. (I. 1). Hence we can write 

Iz 1 = 1. 

From the constancy of the Wronskian and the asymptotic 
behaviors we obtain B = 1,A = S_+ • 

Izl = 1. (111.1) 

Let us insert the representations of Eq. (II. 8). Then 
00 00 

6 K+(n,m)z-m + s_+ 6 K+ (n,m)zm 
m=n m=n 

n 
=s __ 6K_(n,m)z-m, Iz 1 = 1. (III. 2) 

m=-OO 

Let us multiply this equation by (21Ti)-1 z 1-1 and integrate 
around the unit circle. Since 

(21Ti)-1 § zl-m-1 dz = Cl(l,m), 

the first term on the left becomes K+(n, 1). 

If we define y s (m, 1) by 

y:(m,l) =~ § S_+zm+I-1dz, 
21Tt 

the second term is 
00 

6 K+(n,m)y:(m,l). 
m="n 

For the right-hand side we need 

I(m,l) = (21Tit1 § zl-m-1S __ dz. 

(III. 3) 

(111.4) 

Since S __ is analytic except for simple poles at the 
bound states z; we can evaluate this by residues. Thus 

1 = 10 + I b.s . , 

where 10 is the contribution of the possible pole at z = 0 
and Ib.s. are the bound state contribution. 

We find 
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Hence Eq. (III. 2) is transformed to 
00 00 

6 K+(n,m)Cl(m,l) + 6 K+(n,m)Ys(m,l) 
m=n m=n .. 

= S __ (O) 6 K_(n,m)Cl(l,m) 
m=-OO 

but 

Thus the second term on the right of Eq. (III. 5) is 
00 

- 6 Zi1M? 6 K+(n,m)z;n. 
m=n 

Transcribing this term to the left of Eq. (III. 5) we find 
for 1 > n the Marchenko-type equation 

00 

K+(n, 1) + 6 K+(n,m)y+(m, 1) = 0, (m.6) 
m=n 

where 

y+(m, 1) = 6 M~zrm + (21Ti)-1 § S_+zm+l-1dz. (111.7) 
; 

Let us remark that in the present context, where S_ + is 
analytic except for simple poles at the bound states Z;, 

this formula has a simple interpretation, namely: 

(II1.S) 

(Here J' means merely omit bound state contributions.) 

For 1 = n we get the condition 
00 

K+ (n,n) + 6 K+(n, m)y+ (m,n) = s __ (O)K_ (n,n). 
m=n (III. 9) 

The Eqs. (111.6,9) can be simplified if we define 

Then they are 

and 
00 

00 

m =n+1 
l>n 

(111.10) 

1 + y+(n,n) + 6 K+(n,m)y+(m,n) 
m=n+l 

= s __ (O)K_ (n,n)/K+(n,n). (m.ll) 

To have a determinate set of equations, we still must 
eliminate K-<n,n). This is accomplished so: From the 
definitions we have 

(111.12) 

while, using our representations of Eq. (II. 8), we have 

W[I+.f_];: H/+ (z,n + 1)/_ (z,n) - 1+ (z,n)/_ (z,n + I)} 
00 n 

= ~ 6 6 K+(n + 1,m)K_(n,m,)zm-m' 
m=n+l m'=-oo 

00 n+ 1 

6 L; K+(n,m)K_(n + 1,m')zm-m'. 
m=n m'=-OO (III. 13) 

Evaluating (21Ti)-1 J W [1+ ,1-] dz with the two expressions 
of Eq. (III. 12 and 13) yields the identity 
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l/S __ (O) =K+(n,n)K_(n + 1,n + 1) (independent of n). 

Thus 

S __ (O)K_(n,n) = l/K_(n - 1,n - 1) 

and Eq. (m.ll) is 

m-n+l 

Equation (111.14) becomes 

l/g = l/K+ (0, O)K+ (- 1,- 1); 

:. K+(- 1,- 1) = g. 

Then we have 

g(n)=l, n~l, 
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= l/K+ (n,n)K+n - 1,n - 1). (ID.14) and 

The procedure to determine g(n) is then the following: 
From S_+ ,M~, and z; we calculate y+. The K+ are found 
by solving Eq. (ID.10). Then K + (n,n) is determined 
from Eq. (TIl. 14) with the boundary condition 

lim K+(n,n) = 1. 

The g(n) are given by Eq. (TI.10). 

Before considering an example it is convenient to 
note that we could just as well have worked with the 
K_. The analogous results are 

Let 

y_(m,l) = :E N~z;(l+m)+ (2wit1 J S+_z-l-m-1 dz, 
i (m.15) 

K_ (n, 1) = K_ (n, l)/lC (n,n) 

Then our equations to determine g(n) are 
,,-1 

K_(n,l) +y_(n,l) + :E K_(n,mh_(m,l) = 0, 
m::-Q() 

n-l 

l+y_(n,n)+ :E K_{n,m)y_(m,n) 
m=-OO 

1 < n, 
(m.16) 

= l/K_ (n + 1,n + l)K_ (n,n), (III. 17) 

lim K_ (n ,n) = 1 and g(n) 
n--co 

(ID.18) 

IV. AN EXAMPLE 

Suppose no bound states and 

S+_(8) = S_+(8) = {e 2i9 - 1/[(2 _g)e2i9 -g]} - 1. 
(IV. 1) 

(The condition that there be no bound states is g> 1.) 

Then 

y+(m,l) = (2lTi>-1 J S_+zm+I-1dz 

and 

y+(m,/) = 0, m + 1> O. 

Then 

K+ (n, 1) = 0, 1 + n > 0, 

and we have for n > 0 

1 = l/K+ (n,n)K+(n - 1,n - 1). 

We conclude [since K+(OO,oo) = 1] that 

K+(n,n) = 1, n ~ O. 

When n = 0 we have as the only relevant nonzero 
y+ (m, I) that for m = 1 = O. Then 

y+ (0, 0) = S_+(O) = (l/g) - 1. 
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g(O) =K+(-l,-l)/K+(O,O) =g/l =g. (IV. 2) 

When n = - 1, we need in addition to 

y+(+ 1,- 1) = y+ (- 1,1) = y+ (0, 0) = l/g - 1 

the quantity 

y+ (- 1,- 1) = l/g. 

Equation (III. 10) then gives 

K+(- 1,1) = - y+ (- 1,1) 

and Eq. (III. 14) gives 

1 + y+(- 1,-1) - y+ (1,- 1)2 = l/K+ (- 1,- l)K+(- 2,- 2) 

= 1/g2. 
Thus 

K+(- 2,- 2) =g 
and 

g(- 1) = 1. 

Proceeding in this way, we would obtain 

K+(-n,-n) =g, n s 1, 
and 

g(n) = 1, n < - 1. 

An alternate, more effiCient calculation, is to use Eqs. 
(III. 16, 17,18) to show this result. 

V. THE CONTINUOUS LIMIT 

Let us consider the "+" form of our equations in the 
limit 11 ~ 0 -so that Eq. (1.1) passes over into the one­
dimensional Schri)dinger. For simpliCity omit bound 
states. If we put z = eifl , the expression for y+ becomes 

y+(m,l) = (1/2w) J" S_+(8)ei(m+l)e d8. 
-11 

From 

cos 8 = i\ = 1 - E 112 , 

we obtain 

8 = ± 11k, where k = -f2E. 
Thus 

'Y+ (m, l) = l1y.'(m, 1), 

y.' = (1/2lT) foo S_+ (k) e i (mL>+16) k dk. 
-00 

Let 

x = ml1, y = 111. 

Then Eq. (ID.10) becomes 
00 

K+(X,y) + l1y: (x,y) + 11 :E K+(X,Z)y: (z,y) = 0, 
m=n+1 

y > X. 

(V. 1) 
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Clearly K+ = a K: and for small A this becomes 

K':(X,y) + ,,:(x,y) + Joo K':(X,t)y':{t,y) = 0, y> x. 
x (V.~ 

The condition of Eq. (Ill. 14) becomes when the limit 
of Eq. (V. 2) for y ~ x is inserted becomes 

1 
1 - A K:(X ,x) = ----------

K+(n,n)K. (n - 1,n - 1) 
(V. 3) 

In principle we should express K. (n - l,n - 1) in the 
form 

d 
K+(n - l,n - 1) ~ K+(x,x) - A dx K+(x,x) 

before passing to the limit A ~ O. However, we will 
find K+(x,x} = 1 + O(a). Hence to an adequate approxi­
mation the right side of (V. 3) can be written as K~2(x ,x). 

Then 

K(x,y) ~ 1 + (.1/2)K:(x,x). 

For the potential q(x) we use our formulas 

g(n) = eq(x)/l2 ~ 1 + q(x) .12 = K+ (n - l,n - 1)/K+(n,n) 

.12 d 
~ 1-- - K:(X,X), 

. 2 dx 
l.e., 1 d 

q(x) = - 2 dx K: (x,x). (V.4) 

J. Math. Phvs •. Vol. 15. No.2. February 1974 

We note also that the integral representation for i+ 
becomes 

VI. CONCLUSION 
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It has been found that while the initial formulation of 
the inverse scattering problem is somewhat different 
from that for a spherically symmetric problem,l the 
resulting equations for the solution are almost identical. 
One difference is that the condition of Eq. (m. 14) in­
volves I/K(n,n)K{n - l,n - 1) instead of 1/K2(n,n). 
However, after passage to the continuous limit even this 
difference disappears. 

*Support in part by the U.S. Air Force under Grant No. 722187. 
IK. M. Case and M. Kac, J. Math. Phys. 14,594 (1973). 
K. M. Case, J. Math. Phys. 14,916 (1973); see also L Kay and H. E. 
Moses, Nuovo Cimento 10,3 (1956); and L. D. Faddeev, Tr. Mat. Inst. 
Steklov 73,314 (1964) [English trans!., Am. Math. Soc. TransL, Ser. 
2 65, 139 (1964) 1. 

ZBy "bound states" we mean square summable solutions of Eq. (I. I). 
An explicit definition of the "normalization constants" is given in 
Sec. II . 

'Clearly conditions need to be prescribed so that the element of S 
can be continued into the unit circle. However, with our present strong 
limitations the elements of S are all rational functions of z. 



                                                                                                                                    

Local observations of geodesics in the extended Kerr 
manifold 

Richard H. St. John* and J. D. Finley III 

Department of Physics and Astronomy, The University of New Mexico, Albuquerque, New Mexico 87131 
(Received 1 August 1973) 

Geodesics along the axis of symmetry in Carter's extension of the Kerr metric are divided into two 
types by the sign of the constant of the motion associated with the timelike Killing vector, and it is 
shown that this also divides them as to their place of origin on the manifold, which contains 
infinitely many copies of two different spaces which are flat at r = ± 00. It is shown that geodesics 
cannot cross from one space to the other, but that a trajectory with properly applied acceleration 
can cross over. 

Gravitational collapse of a material body into a black 
hole has been the center of much study recently because 
of its possible explanation of various astronomical 
energy sources that have been observed. As a first 
attempt to understand the features of gravitational 
collapse, knowledge of what might happen to matter fall­
ing into an already existing black hole is certainly im­
portant. The solution to the field equations found by Kerr 
almost certainly describes the space exterior to a 
rotating black hole; however, no interior metric has yet 
been found. The actual causal and topological properties 
of the space inside the first horizon may differ from that 
predicted by the Kerr metric, but we consider it a useful 
first approximation. We use Carter'sl.2 analytic exten­
sion, which is geodesic ally complete, of Kerr's original 
metric. Generally, the geodesics in the four-dimensional 
case are quite complicated, so, for simplification, only 
geodesics on the axis of symmetry will be considered 
at this time. 

In Boyer and Lindquist's3 "Schwarzschild-like" co­
ordinates, hereafter referred to as B&L coordinates, the 
Kerr metric can be written as4 

ds2 = p2(dr2/ ~ + d(J2) + (r2 + a2) sin2(J d¢2 - dt2 

+ (2mr/p2)(dt - a sin2(Jd¢)2; (1) 

when restricted to the axis of symmetry Eq. (1) becomes 

ds2 = p2/ ~dr2 - ~/p2 dt2, 

where p2 = r2 + a2 cos2(J, a is the angular momentum 
per unit mass, ~ = r2 + a2 - 2mr, and m is the mass. 
Carter's extension of the axis of symmetry is created 
from the repeated use of two null metrics. We define 
one coordinate system (r, u) with null metric 

(2) 

ds2 = 2drdu - ~/p2du2 (3a) 

and another similar coordinate system (r, w) with null 
metric 

ds2 = 2drdw - ~/p2dw2, 

where 

u = ~F(r) + t, w = ~F(r) - t, 

dF/dr = 2p2/~, 

(3b) 

such that F(r) = 2r + K;l In Ir - r+ I + K:l In Ir - rJ, 

K ± = 1/2(r: + a2 )-l(r± - r .), 

while r± = m ± (m 2 - a2)1/2 are the roots of ~ = O. 
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We note that the function F(r) is separately monotonic 
in each of the three regions 

I: r+ < r < <X) , 

II: r _ < r < r + , 

III: - <X) < r < r _ . 

(5) 

Each of these coordinate systems is analytic and exten­
sible to a manifold larger than the one upon which the 
B&L coordinates were defined. Where these two mani­
folds overlap, one may introduce full null coordinates 
(w, u) with the metric 

ds2 = ~/p2dudw. (6) 

This overlap region will be one of the three regions in 
Eq. (5); therefore, given u, wand a region one may 
uniquely determine r. We may then introduce, following 
Carter, a new coordinate system (~, If.!) by 

± h(u) = tan(1f.! + ~), ± h(w) = tan(1f.! - ~), (7) 

where h(z) must be a first-order monotone increasing 
function such that h(z) = O(e -K±Z) as z ~ 'f <x). The com­
plete manifold will then consist of an infinite sequence 
of (r,u) patches labeled (-,m) and, superimposed on 
this, a similar sequence of (r, w) patches labeled (n,-) 
running perpendicularly to the (r, u) sequence. Labeling 
each intersection by (n, m), the manifold consists of those 
intersections '!!,lere In - m I :s 1. If n = m is odd [even] 
then it is a II [II] region; if n is even (odd) and < (» m, 
then it is a I (1') region; if n is even (odd) and> «)m 
then it is a III (III') region. The chOice in sign in the 
definition of ~ and 1/1 is determined by which of the 
regions I, I', II, etc., is under consideration. Given an 
(n,m), the sign is + h(u) [- h(u)] for m odd [even], and 
equivalently for n with ± h(w).5 

From the null metric and the definition of w, the equa­
tions of motion are 

r' = ± (E2 - ~/p2)1/2, 

u' = p2(r' + E)/~, 

w' = p2(r' - E)/~, 

(8) 

where E is the constant of the motion associated with the 
timelike Killing vector, in B&L coordinates, and the 
prime denotes the total derivative with respect to T, the 
proper time. The geodesics in terms of ~ and If.! are not 
as useful as those in null coordinates, but the sign of If.! ' 
can be used to divide the geodesics into four classes. A 
short calculation shows that 

sgnlf.!' = sgn(± E), (9a) 

Copyright © 1974 by the American Institute of Physics 147 
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if the region is of type I or ill; + E is used for unprimed 
regions and - E for primed regions. For a region of 
type II 

sgm/!' = sgn(:I: r'), (9b) 

+ r' if it is barred and - r' if it is unbarred. 

The four classes of geodesics which may be obtained 
from Eqs. (9) are distinguished by their starting region, 
primed or unprimed, and the sign of 1/1. When two par­
ticles are in the same region with their respective con­
stants,E, equal in magnitude but opposite in sign, then 
they are on the same geodesic; the difference is the 
direction of increasing proper time: toward greater 1/1 
for one and lesser 1/1 for the other. So for a particle 
starting in a I region, we need look only at those with 
increasing 1/1. Geodesics in a primed region with de­
creaSing 1/1 will violate causality when they intersect 
with unprimed geodesics with increasing 1/1. Therefore 
only those geodesics with E > 0 in an unprimed region 
and E < 0 in a primed region will be discussed further. 
The constant of the motion E associated with the time­
like Killing vector, is the total energy per unit mass, as 
measured by a stationary observer at infinity, in the 
unprimed region I. However, in the primed region I', 
the B&L coordinate t tends to minus infinity as one 
approaches the outer horizon. Therefore, we must insist 
that a stationary observer at infinity in I' has dtldt = 
- 1, so that his proper time agrees in direction·with that 
of all other geodesic coordinate systems, in particular, 
those which eventually enter II. So in the I' region, the 
constant E (which is negative for geodesics in I') is the 
negative of the energy per unit mass of a particle as 
measured by a stationary observer at infinity. This 
leaves two essentially different geodesics, one starting 
in a primed region and one in an unprimed region, both 
with 1/1' > O. It is not possible for a geod.esic to start as 
one type and end up as another. As an example, we con­
sider a particle which would begin at I and go through 
IT into a ill' region. A geodesic in a I region with 1/1' > 
o has E > 0 and, to approach r+, must have r' < O. Since 
the perihelion point, r' = 0, cannot be in the II region, r' 
remains negative while in the II region, so u' remains 
finite; but, to cross from II to m', u' must go to infinity. 
A similar argument liolds for the return trip, with r' > 0 
and the coordinate w. 

It is, however, possible for a particle in II (or TI) to be 
accelerated onto a geodesic which will carry it into the 
opposite type of region from whence it came; e.g., from 
I to Ill'. To see this in detail we may consider a particle 
with it < 0, on a geodesic from I' to Ill', with 4-velocity 
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(,", it'), and another particle with E > 0, on a geodesic 
from I to III, with 4-velocity (r', u'); the two paths will 
cross in the II region. We examine the momentum and 
energy of the primed geodesic as measured by an 
observer on the other. We transform to geodesic co­
ordinates by first transforming to a locally nonrotating 
reference frame (LNRF)6 from B&L coordinates, and 
then to the geodesic coordinates by a pure Lorentz 
transformation, giving us 

(dY) = (u' -r,) (dr), 
dT -u' E du 

(10) 

where r and T are the local geodesic coordinates. (We 
insist that di Idr > 0; i.e., they align their axes in the 
same way.) 

The 4-momentum of the primed particle as measured 
by our observer, as their world lines cross in the II 
region, is then 

Vl = Eu' - Eu' = p2(Er' - Er')/Il, (11a) 

V4 = p2(EE - 'P'r')/1l > 0, (11b) 

with v = vl/v4 = (Er' - Er')/(EE - r'r'). (11c) 

(These results hold also for the intersection of geodesics 
in a TI region. The difference is in the change of sign of 
r' when moving from a ill to a I region, which changes 
the Sign of Vl with respect to the previous case, but 
leaves V4 with the same sign.) 

Since E < 0, v > 0 in II and v < 0 in TI, while I v I :s 1, 
so that by imparting this velocity to some previously 
comoving object our observer may put the object onto a 
primed geodesic. As should be expected, I vi approaches 
1 at both horizons. Additionally, I v I is a minimum at 
r = I al. It is therefore clear that there is some kind of 
"access" to this "other space," even though of course 
the observer going there will never return. 

*Partially supported by an NSF Traineeship. 
'8. Carter, Phys. Rev. 141, 1242 (1966). 
'B. Carter, Phys. Rev. 174, 1559 (1968). 
3R. Boyer and R. Lindquist, J. Math. Phys. 8,265 (1967). In this 
reference, a is the negative ofthe angular momentum per unit mass. 

4We use units such that c = I = G. Furthermore, we only consider the 
case I a I .;; m, since I a I > m makes the problem trivial. 

SA more complete description, and sketch, of the manifold will be 
found in Ref. I. 

• A LNRF has dP - dt' = ds' . See J. M. Bardeen, Astrophys. J. 178. 
347 (1972). 
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Multiple time scales perturbation theory is applied to the weakly nonlinear ~4 quantum field theory 
model. The multiple time scales perturbation equations are solved to lowest order, leading to the 
removal of secular and quasisecular termS from the standard perturbative solution. This removal 
occurs in a manner similar to that developed in a previous quasisecular perturbative approach which 
focused on small energy denominators. The multiple time scales approach provides a better rationale 
for the quasisecular perturbation theory, as well as providing a systematic method which can be 
extended to higher orders in the coupling constant. It leads to the natural introduction of a 
first-order renormalized Hamiltonian, which is a well-defmed self-adjoint operator on a-certain 
Hilbert space of physical states. This renonnaJized Hamiltonian is a direct sum of SchrOdinger 
Hamiltonians on N -particle subspaces, which describe the interactions of pairs of particles via a 
nonlocal potential. 

1. INTRODUCTION 

The primary purpose of this work is to investigate the 
method of multiple time scales 1 in the context of 
quantum field theory. In recent years general perturba­
tive techniques have been developed for uniformizing 
perturbation expansions.2 The general uniformizing 
method which is called the method of extension2 intro­
duces an extension of the domain of the independent 
variable, which is the time variable (t) in this work. The 
variable t is replaced by a large number of formally in­
dependent variables to, t 1 , t2 , ••• , which at the end of the 
calculation are taken to depend upon t, thus defining the 
"physical line" 2 in the extended domain. PhysiCists 
have long used the idea of time scales intuitively, for 
example to separate strong interaction phenomena 
operating on a time scale of 10-23 sec from weak inter­
actions operating on a time scale of 10-10 sec. The 
introduction of multiple variables achieves this separa­
tion in a systematic manner. 

The secondary purpose of this paper is to place a 
previously developed perturbation theory into the 
general and systematic context of the multiple time 
scales method. The perturbation theory was called 
quasisecular perturbation theory3 and it differs from 
standard perturbation theory through the treatment of 
those terms which in the standard approach involve 
small or zero energy denominators. Such terms give 
rise to secular behavior4 in the standard approach; the 
terms are not periodic and blow up at large times. It 
has been shown that such terms are physically associ­
ated with persistent effects which occur over long times 
and lead to mass renormalization and the binding to­
gether of particles.3 

In the quasisecular perturbative approach the secular 
terms (vaniShing energy denominators) and quasisecular 
terms (small energy denominators) were modified by a 
heuristic technique of mass and amplitude renormaliza­
tion. The presence of small denominators is in conflict 
with the basic rationale of perturbation theory, that 
higher-order corrections be small. In quasisecular 
perturbation theory the conflict was resolved. Neverthe­
less, the method adopted for resolving this problem had 
a somewhat arbitrary character since it was based 
upon techniques which have proven useful in the classical 
theory of nonlinear oscillations for periodic systems 
with a small number of degress of freedom.5 

In this paper we examine a particular case of the 
method of extension known as the method of multiple 
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linear time scales which has been successfully applied 
to systems with a large number of degrees of freedom.l 
In this case the physical line in the extended domain is 
given by to = t,t1 = 'At,t2 = ).2t and so on, where 'A is a 
small parameter in the model problem. The technique 
has been applied to nonperiodic processes such as the 
irreversible approach to equilibrium in gases.! For 
certain aspects of kinetic theory the linear time scales 
approach proves inadequate in removing all singularities 
and a more general approach using multiple time and 
space scales has to be introduced.6 However, in this 
paper we restrict ourselves to the linear time scales 
approach since it is sufficiently general to handle the 
secularities of interest.3 

The model treated is the q,4 model of quantum field 
theory7 with the equation of motion 

(0 + m2)q,(t, x) = 'A : q,(t, x)3:, (1.1) 

where 0 is the d'Alembert operator 02/ot2 - v2 and 
: : denotes normal ordering. With the assumption of 
periodic boundary conditions for a finite, cubical box, 
the formal Hamiltonian aSSOCiated with Eq. (1. 1) is 

H =Ho + >..H], 

where 

(1.2) 

Ho = ~ w,a7a, (1. 3) 
I 

in the notation of Sec. 2 (a7 creates a bare particle of 
momentum I and energy WI)' The interaction Hamiltonian 
is 

H] = - (16L)-1 ~ O'+k q+ .. (w,wkWqw .. )-1/2: (a7 + a_I) 
lkq.- , 

x (a; + a_k)(aq + a~q)(aT + a~ .. ):. (1.4) 

In Sec. 2 Eq. (1.1) is transformed into a more con­
venient form using the Fourier amplitudes a , • The 
assumption of the linear time scales method is that a 
solution can be found in the form 

q,(t,x) = q,{0>(t,'At,'A 2t, ''';x) + 'Aq,<D(t,'At,'A2t,' ";x) 

+ ... , (1. 5) 

where t, 'At, 'A 2t, ••• are treated as independent variables 
to, t 1, t 2,'" during the calculations, and at the end 
identified with t, 'At, 'A2t, •• " thus defining the physical 
line in the extended domain.2 The approximation of 
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Eq. (1. 5) is made uniform on the successive time scales 
to, tv t2 during the stages of the calculation by eliminat­
ing any secular or quasisecular terms. 

The calculation is carried out to first order in ~ in 
Secs.3 and 4. It is found that the results of quasisecular 
perturbation theory3 are recovered in this order. In 
the course of the calculation it is found to be natural to 
introduce a first-order renormalized Hamiltonian which 
is a well-defined self-adjoint operator on the usual Fock 
space. In addition it is a particularly simple operator in 
that it commutes with the particle number operator and 
thus can be written as the direct sum of Schrodinger 
type Hamiltonians on N particle subspaces (N = 0, 1, 2, 
..• ). The dynamical information carried by the first 
order field of Eq. (1. 5) is shown to be unitarily equi­
valent to the dynamics of the renormalized Hamiltonian 
in Sec. 4. However, the unitary transformation does not 
remain in Fock space in the cases of two and three space 
dimensions.8 The connection with the strange represen­
tations of the canonical commutation relations has been 
discussed previously. 8 

The above results bear some similarities to the 
renormalization group approach of Wilson9 in which 
multiple space scales are introduced to describe larger 
and larger clusters of "partons". An effective Lagran­
gian is obtained which describes the interaction of 
"particles" considered as clusters of partons. However 
in the Wilson approach the multiple scales are not re­
lated via a small parameter and the method is not based 
on a perturbative expansion, as it is a strong coupling 
method. 

2. THE COUPLED NONLINEAR FIELD AMPLITUDES 
The model chosen has been described previously3.8; it 

is the ¢4 model of quantum field theory.7 The equation 
of motion for the case of one space dimension is written 
as 

(£ _ ~ + m2\ ¢ = ~: ¢3: 
at2 ax2 ) 

(2.1) 

and the real field ¢ is studied on the interval - ~ L :s 
X :s ~ L with periodic boundary conditions (Ii = c = 1). 
The results obtained are valid for two and three space 
dimensions as well, with the appropriate natural nota­
tional changes. It is convenient however to express most 
equations in the one-dimensional form to avoid vector 
subscripts. 
By using the Fourier decomposition 

¢(t,x) = L-1/2L; al(t)e itx , (2.2) 
I 

where 1 = 21TnL-1 and n = 0, ± 1, ± 2,"', the field equa­
tions transform into an infinite array of nonlinearly 
coupled equations3: 

iii + w'fa l = ~L-1 L; :akapay: 61•k+P+y , 
kpy 

(2.3) 

where W'f = m 2 + l2, iit = d2al /dI2, and 6 denotes the 
Kronecker function. It is possible to transform these 
equations into a set of first-order differential equations 
via the substitution 

which leads to the equations 

Al + iwlA z= (i~/4L) L; 61 k+p+y (WI WkWPWy)-1/2 
kp.,. • 

X : (Ak + A_~)(Ap + A!p)(A.,. + A!'.,.): (2.5) 
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,:ia the us.e of the reality conditions ¢(t,x) = ¢*(t,x) and 
¢(t,x) = ¢*(t,x), which imply al(t) * = a_z(t) and dl(t)* = 
a_pl. Here * indicates a formal algebraic adjoint oper­
ation which is abstractly defined as an antiliner involu­
tion. 

The initial conditions for Eq. (2. 1) at t = 0 are taken 
to be the canonical commutation relations 

[¢(O, x), ¢(O, y)] = i6(x - y), 

[¢(O,x), ¢ (O,y )] = [4>(O,x), 4>(O,y)] = 0, 

which lead to the equivalent commutation relations 

[AI(O), AZ(O)] = 61,k' 

[Ak(O) , Az(O)] = [Ak(O)*,Al (0)*] = O. 

(2.6a) 

(2.6b) 

(2.7a) 

(2.7b) 

These are the initial conditions for Eq. (2.5). As the 
final transformation it is convenient to extract the un­
perturbed time dependence, ap) = Al(l)eiwzt 

, because 
then 

. (t) (. /4 ) ~ ( -1/2 iw t a l = z~ L LJ 61•k+P+'" WI WkWPW",) e I 
kp.,. 

X • (e -iwkt + iWkt *)( -iwpt + iWpt *) . ak e a_k e a p e a_p 

X ( -iw.,.t + iw.,.t *). e a.,. e a_.,.. (2.8) 

so that ex I = 0 if ~ = O. 

The essence of the linear multiple time scales 
method is the assumption that a solution of the system 
of Eqs. (2.8) can be found in the form 1 

al(l) = afO)(to, tl' 12,"') + ~af1)(to, tl' t2,"') + "', 
(2.9) 

where to = t and the new variables are given by t 1 = ~t, 
12 = A2t, and so on. It is shown in the next section how 
the extra freedom which arises from the introduction of 
the new variables (method of extenSion) can be used to 
eliminate secular and quasi secular terms from the 
standard perturbative solution of Eq. (2.8). The variable 
to describes processes occurring on a fast time scale 
whose unit interval is m-l, whereas tl' 12, etc. describe 
processes occurring on progressively slower time 
scales involving the cumulative persistent effects of the 
interactions in higher order. Strictly speaking the 
slower time scales should be related to to by the dimen­
sionless coupling constant (which is i~ im-2 in the case 
of one space dimension); however, no difficulties are 
caused by the simpler assumptions t1 = ~t, etc. 

The first term afO) is chosen to satisfy the initial 
conditions of Eq. (2. 7) and the subsequent terms are 
taken to vanish at I = 0 [e.g., af1) (0,0, ..• ) = 0]. 

3. PERTURBATIVE EQUATIONS 

The first two equations of the perturbative hierarchy 
obtained by substituting Eq. (2. 9) into Eq. (2. 8) are 

~ a (0) (I t ... ) - 0 at I 0' 1> -, 
o 

(3.1) 
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Equation (3.1) implies that a/OJ depends only on the slow 
variables t 1 , t 2 , etc. Among the many terms on the right­
hand side of Eq. (3. 2) there are some which do not vary 
with to or which vary very slowly. For example, if WI + 
W - W - W = 0 then the term a (~)* a(O) a (0) has a co­
elhcieJ't whi~h is 'constant in to' T-his feads

r 
to secular 

growth for the corresponding contribution to a~l) in the 
standard perturbation theory, [i.e., a contribution like 
(it/4L)5 a(Oha(O)a(O)(w W W W )-1/2] which be-

l, kTp+r -k Ii r I k P r , 
comes large for long tImes, violating the perturbation 
theory rationale that successive terms should be uniformly 
small. On the other hand, if E = WI + Wk - W - wr is of 
order (Am- 2 )m (where Am- 2 is the dimensionress coupl­
ing constant for one space dimension), then the corres­
ponding contribution to a F) in standard perturbation 
theory involves the small energy denominator E-1 (of 
order mA-I) and this part of Aa}l) is of zeroth order in 
A. This violates the expectation that all zeroth-order 
terms be contained in a}O). 

For the consistency of the perturbative expansion of 
Eq. (2. 9) we demand that A aft) be uniformly smaller (for 
all times) than a fO) by one power of the small parameter 
Am-2, This consistency condition determines (a/at1)afO) 
in Eq. (3. 2) which must be chosen to cancel out all 
potentially secular and quasisecular terms which appear 
on the right-hand side of Eq. (3. 2). The potentially 
quasisecular terms are the ones which oscillate at fre­
quencies e - iEto such that I E I < I A I m- 1 • 

Assuming that the above cancellation has occurred, 
we are left with the equation 

a (1).' -1/2 
-at a l = (t/4L) E 51 k+p+r (wzwkwpwr ) ° kP r ' 

X [ i(w z +wk+wp+wr)to (0) * (0)* (0)* e a_k a_p a-r 

+ 3e i (wl +wewp -wr)to~(O)* (0)* (0) 
U-k a_p a r 

+ 3e i(wl +wk-wp-Wr)to ~(O)* (0) (0) 
.... -k ap a r 

+ i(wl-Wk-Wp-wrJto (0) (0) (0)] e a k a p aT , (3.3) 

where ~ , indicates that the sum is restricted in such 
a way that all the terms on the right-hand side of Eq. 
(3.3) oscillate at frequencies e -iEto satisfying IE I > 
I A I m- 1 • The solution of Eq. (3. 3) gives the behavior of 
aft) on the fast time scale characterized by to' This 
part of the problem can be solved explicitly in a straight­
forward manner because a~O) on the right-hand side of 
Eq. (3. 3) is constant on the fast time scale to' 

It should be noted that the consistency condition which 
requires the determination of afO)(t1) is where the real 
difficulty lies. The cancellation condition for potentially 
quasisecular terms is formulated in Eq. (4.1) in which 
the frequencies e -,Eto appearing on the right hand side 
satisfy the condition IE I < I A I m- 1 • Equation (4.1) is 
difficult to solve because afO) on the right-hand side 
also varies with 11 and therefore the equations form a 
complicated nonlinear system which does not admit an 
exact solution. 

The solution of Eq. (4.1) can be regarded as the solu­
tion of a Heisenberg equation of motion for a new 
Hamiltonian, which is referred to as the renormalized 
Hamiltonian. In the following this terminology is justi­
fied. A prime advantage of such an approach is that it is 
possible to focus upon a solution valid in certain small 
subspaces of Hilbert space (e.g., one and two particle 
subspaces) rather than finding the global solution of 
Eq. (4.1) for the entire Hilbert space. 
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4. THE RENORMALIZED HAMILTONIAN 

The only potentially quasisecular terms in Eq. (3. 2) 
are those of the form a(O)*a(O)a(O) since the only way 
the sum of four ± wk's can be near zero is when two 
have plus signs and two have minus signs. This leads 
to the simpler looking consistency condition 

(4.1) 

The quasisecular restriction on the sum in Eq. (4.1) has 
been met by introducing the function D1kpr which is 1 if 
bothl+k=p+rand Iw z + wk-wp-wrl::s \Alm- 1 

are satisfied, and 0 otherwise. Since the frequency in 
the exponential is of order A, it may be written as 
e i~-l(WI+Wk-WrWr)tl which has a zeroth-order frequency, 
and thus Eq. (4.1) involves only the slow time scale t1 , 

so that the compatibility condition2 

a (JafO) a aafO) 
--=---=0 

ato at 1 ill1 illo 

is satisfied. If the substitutions 11 = At and bl (t) 
e -,wzt a}O)(At) are made in Eq. (4.1), the result is seen to 
be the system of Heisenberg equations for a new 
Hamiltonian 

provided that the commutation relations 

[bz(t), bk(t)] = [bz* (t), b; (t)] = 0, 

[bz(t), bk*(t)] = 5Z,k 

(4.3a) 

(4.3b) 

are valid at all times. From Eq. (2. 7) they are seen to 
be valid at the initial time. A simple calculation based 
on Eq. (4.1) which is' given in Appendix A shows that all 
the higher order time derivatives of the commutators 
in Eq. (4.3) vanish at the initial time. The assumption 
that the commutation relations are valid at all times is 
clearly consistent since the time evolution operator 
associated with the Hermitian operator HR of Eq. (4.2) 
is unitary [bl(l) = eiHRtbl(O)e-iHRt], This implies the 

operators a}0)(t1) satisfy the canonical commutation re­
lations at all times. 

The Hamiltonian HR has several pleasant features. 
First it commutes with the number operator 

N= ~ btbz. 
I 

Such a result suggests the Hamiltonian might be defined 
on a Hilbert space containing a unique (normalized) 
vacuum state I 0) with the property N I 0) = 0, which 
implies bzl 0) = 0 for all l. The other states in the 
Hilbert space are in the closure of the subspace of 
states on the form (Jl(bz* , ••• , bz* ) I 0), where (Jl is a poly-

1 n 

nomial in n variables. This Hilbert space is just the 
usual Fock space which is constructed via the field 
operators at the initial time. The Hamiltonian leaves 
invariant subspaces of a definite particle number, and 
thus it is a direct sum of Hamiltonians over the Hilbert 
spaces of definite particle number N, N = 0 (no particle 
state or vacuum), N = 1, N = 2, ... and so on, which lead 
to standard Schrodinger equations on each such 
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subspace. The commutation rules imply Bose statistics 
for the particles. It is remarkable that the consistency 
condition leads to a system of SchrOdinger equations. 

The Hamiltonian on the N-particle subspace may be 
written as 

(4.4) 

where in the momentum representation for the symmetric 
wave functions 'Ii = fI(Pl>P2"" ,f1Jv), the kinetic energy 
Wept) = (Pt + m2)1/2 is multiplicative and Vii is a non­
local potential acting between the pair of particles 
labeled by (i,j). For example 

(V12 f1)(P 1,··· ,f1Jv) 

= - (3;\/4L) L) Dp p k k (wp wp wk Wk )-1/2 
klk2 1 2 1 2 1 2 1 2 

X W(kl'k 2 ,P3 , ••• ,PN). (4.5) 

Evidently V12 is symmetric. In Appendix B it is proved 
that V12 is a bounded operator whose bound is indepen­
dent of L, the size of the box. It follows that the total 
interaction potential in Eq. (4. 4) is a bounded, symmetric 
operator and therefore HAN) is a self-adjoint operator 
whose domain is the same as the domain of the kinetic 
energy 

N 

T(N) = ~ W(Pi)' 

The one-particle states of the Hamiltonian HAl) lie at 
the unperturbed energy w(P) = (P 2 + m 2)1/2. The two 
particle states undergo scattering due to the interaction 
V12 • For;\ > 0 the potential V12 has negative matrix 
elements and corresponds to an attractive interaction. 
In previous work it was shown that a bound two-particle 
state occurs for arbitrarily weak A > 0 for the cases of 
one and two space dimensions, but not for the case of 
three.1° 

5. THE FIRST -ORDER HEISENBERG FIELD 

The first-order solution of the field equation (2.1) re­
quires finding lYz(l) as the sOlution of Eq. (3. 3) on the fast 
time scale to' The solution which satisfies the pre­
scribed zero initial condition of Sec. 2 is 

ill -1~ )~n 
a l = (4L) L..J 0z+ k.P+Y(W1wkWpW", 

kpy 

[
ei(WI+Wk+Wp+Wy)to _ 1 (0)* (0)* (0)* 

x a k a_p a_y 
(WI + wk + wp + wy ) 

eHwl+Wk +wp -wr)to _ 1 (0)* (0)* (0) 
+ 3 a k a_p a y 

(W1+Wk+Wp-wy ) 

eHwl+wk -wP-wy)to _ 1 (0)* (0) (0) 
+ 3(1 - DlkPY ) a k a p a r 

(wI + wk - wp - wr ) 

ei(wl-Wk -wp -wy)to - 1 (0) (0) (0) J 
+ ) a_k ap ar + 'Yl(tl)' 

(WI - wk - wp - Wy (5.1) 

Note that afl) depends on to as well as on tl through the 
tl dependence of a(O) and a(O)*. The factor 1 - DlkPy in 
the third term takes care of the nonsecular restriction 
on the sum in Eq. (3. 3); it prevents the denominator of 
this term from becoming smaller than IA I m-1 • This is 
the only potentially dangerous denominator in Eq. (5. 1). 
The last term 'Yl(tl) is determined by eliminating quasi­
secular terms from the third member of the hierarchy 
which was started in Eq. (3.1). The left-hand side of the 
third member of the hierarchy involves 
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~a(2)+ ~aW +~a(O) 
oto otl at2 

and therefore 

~aW 
otl 

is determined by the consistency condition to eliminate 
quasisecular terms on the fast (to) time scale, whereas 

..£.... a(O) 
at2 

is chosen to eliminate quasisecular terms on the slow (t1) 

time scale. The initial condition on ')Il(tl) is 'Yz (0) = O. 

The complete first-order Fourier amplitude of the 
field cp(t,x) is 

al(t) = (2Wlfl/2[(a~0) + Aa~I»e -tWit + (a~?)* + ;\a~~)*)eiwlt]. 
(5.2) 

In Eq. (5. 2) the independent variable appears as afo> = 
afO)(;\t) and aft> = a (1)(t, M). The expression Eq. (5. 2) 
is a solution of Eq. (~.1) to terms of O(A2) uniformly 
over the time interval I t I < m 1;\ 1-1 provided that 1'1 in 
Eq. (5.1) has been chosen to eliminate quasisecular 
terms which appear in second order, as discussed above. 
We defer the details of such a calculation to a later 
paper. 

In previous work a heuristic method was devised for 
obtaining dynamical information from the first-order 
Heisenberg field. lO The method involved extracting all 
terms in Eq. (5. 2) which oscillate like e -iwzt or close to 
it. The result can be written as 

az(t) = (2wzrl/2W/e-iW/t + U_~eiwlt + Wz<t)], (5.3) 

where Wl(t) has the property that its Fourier transform 
vanishes in intervals of width 21;\1 m- 1 centered at 
± WI' Then 

Ul = f3 z + (3A/8w I L)L) (WZWkWPWy)-1/2DZYkpa~0)*a10)ajO> 
rkp (5.4) 

and f3 z comes from the to independent terms in Eq. (5.1), 

f3Z(tl) = afo> - (A/4L) L) 01+R,p+r(wzwk wpwy )-1/2 
kpr . 

X [(WI + wk + wp + wy)-la!O>*aS~)*aS~)* 

+ 3(w + W + W - W )-la(O)*a<O)*a(O) z It 'P T k -p y 

+ 3(1- D/kPr)(WI + wk - wp - wT>-la!O)*aj°)a~O) 

+ (wz - wk - wp - wr >-laSg) aj0) a~O)] + ;\1'z(t1). 
(5.5) 

In Eq. (5.4) the last term arises from aSp* which has an 
oscillation close to e_-,w1to when the conjugate of the 
second term in Eq. (5.1) satisfies I W k + W P - W y - W I I 
$ I A I m-1 (Le:, D1rkp = 1). Approximating such fre­
quencies by e-'W1to is valid on the fast time scale I tl < 
m-1 on which 1'1 (t1 ) can be replaced by zero. Actually 
since our solution is accurate to first order in ;\ , the 
last term ill Eq. (5.4) can be dropped as well since the 
D function restricts the summation and introduces a 
factor proportional to ;\. 

Strictly speaking Eqs. (5.4) and (5.5) are valid only if 
the tl dependence of a(o> is neglected so that the fre­
quency support of terms in Eq. (5. 3) is given by the to 
dependence. This apprOximation is quite accurate be­
cause the frequency shifts implied by the t, dependence 
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are given by HR and are quite small. Detailed calcula­
tions10 give frequency shifts proportional to ;\2 for one 
space dimension, and much smaller for two and three 
space dimensions. 

A Hilbert space of physical states was constructed in 
previous work.10 The vacuum state is taken to be the 
(unique) state 400 annihilated by all the positive frequency 
amplitudes f3z, and its energy is taken as zero. One 
particle states of momentum k and energy wk are of the 
form f3.*4o o • On the subspace of two-particle states 
generated by the vectors f3;"f3;4oo the Hamiltonian 
satisfies10 

Hf3tf3;<PO = (WI + wk)f37f3;4oo 

- (3;\/4L) ~ (Wzwk WqWr)-1/2DZkqrf3;f3q*4oo' (5.6) 
qr 

By comparison with Eqs. (4. 4) and (4.5) this result is 
seen to be identical with the action of the renormalized 
Hamiltonian H/r) on its two-particle subspace. This 
suggests there exists an isomorphism between the 
dynamical information contained in the first-order (re­
normalized) field of Eq. (5. 2) and the renormalized 
Hamiltonian of Sec. 2. 

Such an isomorphism is established generally via a 
formally unitary clothing transformation.s We may write 

(5.7) 

where both sides are taken at t = 0, and the transforma­
tion is evaluated by expanding,f3z = a z + ;\[S, oJ + 0(;\2). 
The formally anti-Hermitian operator S is given byS 

where the operators a, 0* are all at t = O. If we define 
the time dependent f3 by the equation 
f3it)e-iwzt = eiHtf3z(O)e-iHt, where e- iHt is the unitary 
time evolution operator associated with the (formal) 
. Hamiltonian H then 

f3 (t) -iwzt lI.S iH't -iH't -lI.S 
Z e = e e ale e , 

where 

H' = e-lI.sHell.s =H + ;\[Ho,S] + 0(;\2). 

(5.9) 

(5.10) 

From the relation [Ho, a z] = - wla l (which follows from 
the commutation relations at the initial time) we see 
that 

(5.11) 

where HR is the expression of Eq. (4. 2) with b
l 

replaced 
by 0 1(0) = 0 1(0)(0). Substituting Eq. (5. 10) in Eq. (5. 9), 
we get to within terms of order ;\2 

(5.12) 

and thus f3z{t)e- iwlt [which is a solution of the Heisenberg 
equation in terms of the original Hamiltonian H of Eq. 
(1. 2)] is related by a formal unitary transformation to 
a ~O)(;\t)e -iwlt, which is the solution of the Heisenberg 
equation in terms of the renormalized Hamiltonian HR • 
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Since we can interpret f3z(t) as the renormalized (posi­
tive frequency) field amplitude which annihilates a 
"physical particle",lO we see that the renormalized 
Hamiltonian HR describes the interaction of the physical 
particles in the physical Hilbert space (through the 
clothing transformation). 

The properties of the clothing transformation have 
been investigated previously.s In the case of one space 
dimension it is a unitary transformation which acts with­
in the usual Fock space. In the cases of two and three 
space dimensions it is interpreted as an "improper" 
unitary transformationll (i.e., its domain is Fock space 
and its range a new Hilbert space, the space of physical 
states, which is outside the Fock space). 
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APPENDIX A 

In Sec. 4 an operator bl(t) is defined which satisfies the 
equation of motion 

bz<t) = - iWzbl(t) + (3i;\/4L) ~ D lkPr kpr 
X (WI wkWpWr )-1/2b: (t)bp(t)br(t). (Al) 

The commutation relations of Eq. (2. 7) imply at the 
initial time (t = 0) that 

[bl(O),bk(O)] = [b7(0),b:(0)] = 0, (A2a) 

[bl(O), b:(O)] = 0lk' (A2b) 

We show that all the time derivatives of these commuta­
tors must vanish at the initial time. The relations Eq. 
(A2) and HR as defined by Eq. (4.2) imply that 

hi = i[HR,b l ], 

b 7 = i[HR' bt] 

(A3a) 

(A3b) 

holds at t = 0, and by Leibniz' rule for derivatives of 
products and for commutators of products, 

~(9(b, b*) = i[HR' (9], 
dt 

(A4) 

holds at t = 0, where (9 is any polynomial in the various 
b = b*. 

The time derivative of the commutator of Eq. (A2b) for 
instanCe i::; given by 

where the last equality follows from the Jacobi identity. 
From Eq. (A2b) the right-hand side vanishes at t = O. 
In a similar manner from Eq. (A4) at the initial time we 
have 

:~ [b p b:] = i2[HR' [HR' [bp b:m (A6) 

which again vanishes. A proof by induction shows all 
higher derivatives vanish at t = O. A similar proof 
applies to the other commutators in Eq. (A2). 

These considerations suggest strongly that the basic 
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commutation rules of Eq. (A2) are valid at all times. Of 
course, this is not a strict proof as there are nonanalytic 
functions like e- 1 / t2 which vanishes at t = 0 and all of 
whose derivatives vanish at t = o. 

APPENDIX B 
The nonlocal potential acting between particles I and 

2 was given in Sec. 4 in the N particle momentum repre­
sentation by Eq. (4.5). From the Cauchy-Schwarz in­
equality it follows that 

I(Vl2+-)(Pu ••• ,PN)1 2 ::s (3~/4L)2(~ Wklw;lDpp 10 10\ 
10

1
10

2 
1 :I 1 2 1 2J 

X (~WpiWP2lDPIPzk11021+-(kuk2,P3, ••• ,h)12). 
101 10 2 

(BI) 
We consider the case of three space dimensions, where 
the boundedness is the most difficult to establish. Then 

(B2) 

where B is some (volume independent) constant, because 
for P1 ,P2 fixed the momentum conserving Kronecker 
delta restricts the sum to one variable, and the number 
of terms in the sum is bounded by BLw~ (where L is the 
volume of the box), since in three dimensions the density 
of states goes as k 2 ~ w~ at high energies. Thus the 
squared norm of the vector V 12 +- satisfies 

II Vl2+- 11 2 ::s L-IB' 

x ~ ~ WplWp-lDp p 10 10 I +-(ku k 2 ,P3, ... ,PN) 12 (B3) 
PI ••• PN 10 1 102 1 2 1 2 1 2 
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where B' is another constant. Doing the sum over Pl ,P2 
first in Eq. (B3), we obtain via Eq. (B2) 

= B"II +-. II 2, (B4) 

where B" is another volume-independent constant. Hence 
Vl2 is a bounded operator. 

It is amusing to note that Vl2 is not a bounded operator 
in the case of four space dimensions. 
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Reduction on the Lorentz subgroup of UIR's of the 
Poincare group induced by a semisimple little group 

E. Angelopoulos 

1nstitut Henri Poincare, 11 rue Pierre et Marie Curie, Paris V·, France 
(Received 15 February 1972) 

All VIR's of the Poincare group corresponding to nonzero mass are reduced on a Lorentz subgroup 
by means of a unique formalism. The maximal differential domain of each VIR is proved to be a 
nuclear space. The completeness relations (generalized matrix elements) are established between the 
energy·orbital angular momentum-total angular momentum and one of its components-basis, and 
the relativistic~rbital-total angular momentum and one of the components of t.a.m. basis. 

INTRODUCTION 

The unitary irreducible representations (VIR's) of the 
universal covering of the Poincare group, <P, are of great 
interest. Since Wigner, 1 Bargman,2 and Shirokov3 have 
given the exhaustive list and explicit realizations of 
them, many authors have given other realizations of 
these VIR's or their tensor products, by a change of 
basis which diagonalizes a set of commuting operators 
corresponding to a definite choice of physical obser­
vables. 4- s 

Such problems often take the general form of the de­
composition of a representation on a subgroup, the 
operators to diagonalize being closely related to such 
a subgroup, and their spectra to the urn's of that sub­
group. 

Our purpose is to reduce urn's of a>, induced either 
by SU(2) or SU(I, I), on a Lorentz subgroup. This prob­
lem was first treated by Joos4 for the case of the so­
called physical representations. However, his method 
can not easily be transposed to urn's with negative 
squared mass, and it is not very rigorous mathemati­
cally. Moreover, the urn's corresponding to negative 
mass square, besides their interest from the physical 
pOint of view (they appear as irreducible components 
in tensor products decomposition) present many ana­
lOgies with the positive-mass-square ones and can, 
therefore, be studied simultaneously. 

The method used here keeps a unique formalism for 
positive and negative masses, trying to put in evidence 
the structural similarities of SU(2) and SU(1, 1); an out­
line of it figures in a previous article 7 treating only the 
zero spin case (the simplest) for both little groups. 

Since the Lorentz group is noncompact, the operators 
to be diagonalized are unbounded and their eigenvectors 
are outside the Hilbert space of the representation. To 
solve the reduction problem, one must introduce a Guel­
fand triplet of test functions and distributions. Then, 
provided the corresponding spaces are nuclear (and in 
our case they are), one can effect the reduction in the 
form of completeness relations defined by a measure 
on the spectrum of the diagonalized operators. 

In Sec. I the problem is stated and the different nota­
tions introduced; a discrete parameter X :::: ± 1 distin­
guishes the two little groups, and the expression of Us, 
the urn to be reduced, is given by means of the Wigner 
operator T p' In Sec. IB we put in evidence some proper­
ties of the Lorentz Lie Algebra I and its enveloping 
algebra E( I), such as ladder operators for the eigen­
values of the angular momentum, and the discrete and 
continuous parameters of the spectra of Casimirs of [. 
The reduction of Us on the maximal compact subgroup 
SU(2) is effected in Sec. II and in Sec. ill the relevant 
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infinitesimal operators are given. In Sec. IV we prove 
that the maximal differential domain of US is a nuclear 
space. 

The discrete reduction of Us is effected in Sec. V, by 
using the properties established in Sec. IB; in Sec. VI 
the diagonalization is effected along the continuous 
spectrum; this step is carried out by introdUCing deriva­
tions of noninteger order for some series of urn's. 
The completeness relations are established in Sec. vm. 
In Sec. IX the prinCipal results are outlined and remarks 
on open or similar problems are made. In the Appendix 
are given the explicit expression as well as the renor­
malization of the eigenfunctions of the Casimirs. 

I. STATEMENT OF THE PROBLEM AND DIFFERENT 
NOTATIONS 

A. Parametrization of the UIR's of <P 
Timelike and spacelike urn's of the universal cover­

ing group iP of the Poincare group (9 are well known.1 

They are induced representations, characterized by an 
orbit and a urn of the little group. The orbit is, for 
timelike representations, an upper or lower sheet of 
hyperboloid in the momentum space, denoted n+ M or 
nM; for spacelike ones, the orbit is an one-sheet hyper­
boloid,n iM • The little groups are SU(2) and SU(1, 1), 
respectively. 

To obtain a unifying formalism for the two cases, one 
must have a convenient parametrization for the orbits. 
We shall thus put,for (Po'p) E n<!XM(M > 0): 

PI :::: t EM(e x + Xe-x), 

PI + iP2 :::: i E M(e X - Xe-x) simp e H', (I. 1) 

P3 :::: t EM(e x - Xe-x ) coscp, 

where the polar angles cp E ] 0, 1T [ and e E ] 0, 211" [ para­
metrize the unit sphere S2' The discrete parameter X 
takes the values X = + 1 in the SU(2) case, in which x is 
a real positive number and E = ± 1 (the choice of E dis­
tinguishing the two sheets n'M)' and X = - 1 in the SU(1, 1) 
case, where x is a real number and E can be taken equal 
to 1. We shall write x E Rx (with R+I = R+ :R-I = R) for 
convenience. 

Remark 1: The above parametrization covers an 
open dense set of each of the n's;this is suffiCient, 
since we shall deal with square integrable functions 
over the orbits. 

Remark 2: In the case X = 1, the apex of nM becomes 
a Singular point of the parametrizing space R+ x S2; 
therefore, one expects to find technical difficulties in the 
form of boundary conditions. 
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To express the invariant measure on an orbit, we in- The expression of these operators for a um are, on a 
troduce the functions convenient basis Is, n ) : 

pep) = M-1/2(pi + p~ + p~)1/2 = ~(ex _ xe-x), (1.2) CX Is,n) = - s(s + 1) Is,n), 

(J(P) = €M-1 Po = ~ (ex + Xe-x), (1. 2') 

and we find, modulo a multiplicative constant: 

dp.(p) = p 2dx(411t1 sinqJdqJd8 = p2dxdu, (1. 3) 

where du denotes the invariant measure on the sphere 
S2 = U(1)\SU(2). 

Now, let S be the inducing UIR of the little group and 
JCs its carrier (Hilbert) space; let p --7 T P be a section 
which assigns to every p the element of SL(2, C) de­
fined by 

_ (cOs(qJ/2)etHifl)/2 sin(qJ/2)e <X-ifl)/2) 
Tp -

- sin(qJ/2)e(-:.r+i6)/2 cos(qJ/2)e (-x-i6}f2 

= fe x
/
2 

0 ). u(qJ, 6), 
\0 e-x / 2 

(1.4) 

P being given by (1.1). Then, every element A E SL(2, C) 
can be written A = 'Y • T P for some p and some 'Y which 
belongs to the little group, the decomposition being unique 
except for a null measured set. 

The UIR of (P induced by S can then be written in a 
canonical way, for (a, A) € IP: 

US (a, A)j(P) = p(p). [pCP .A)]-1 exp(iPl.lal.l) • 

S(TpATp.A)·j(p .A), (1.5) 

where j is a square-integrable function on Rx x S2' with 
values in JCs; the Hilbert space of the representation 
being JC = JCs® L2 (Rx x S2;dxdu). One obtains the res­
triction of US on SL(2, C) by putting a = 0 in (1. 5). 

To close this survey, we shall briefly list the inducing 
UIR's, by giving the expression of the Lie algebra opera­
tors of the little group Gx (standing for SU(2) or SU(l, 1) 
according to values of X). 

The Lie Algebra 3x has three generators,J~,J~,J3' 
verifying the commutation relations 

(1.6) 

and one Casimir operator,Cx =J3 + xWI}2 + ",~}2]. 

TABLE I. 

X Series Range s Range n 

1 A.- 1.2,3 •••. 

1 B+ i, II - s" - s + 1, .... , s -1" s 
2, ... 

1 0+ 0 0 

-1 A_ -i+it ; t~O 
.•• ,-1,0,1, ... 

-1 A! -i+t ; o<t<i 

-1 B_ -i+it ; t>O -i,i, ... 
-1 C' -i,-l, -J, -2, ... -s.-s+I, .•. 

-1 C' ••• ,s-1,& 

-1 0_ 0 0 
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J 3 Is,n) = in Is,n), (1. 7) 

(J~ ± iJpls,n) == ± t ..JX(s 'f n)(s ± n + 1) 'ls,n ± 1). 

Corresponding ranges for s and n are given in Table 1. 

B. On the representations of the Lorentz Lie algebra 1; 
generalization of ladder operators 

I is generated by six infinitesimal generators, which 
verify the commutation relations: 

[JpJj ] = [Kj'Kd = €jj"J", [Ji,Kj] = EijkK k • (1.8) 

The maximal compact subalgebra, i3u (2), is generated 
by the J's, its CaSimir being Q =.Ii + 4 + J¥. 

The Casimir operators of the whole algebra are 

C1 == L: KjJi , C2 == L:(Kr J?). 

Since CV C2 ,Q,J3 form a maximal set of commuting 
operators for the enveloping algebra E( 1), every alge­
braic representation of E( I) can be written on a basis 
of simultaneous eigenvectors of these operators. Putting 
in evidence those of Q and J3 , we have 

Q Ii,m)=-j(j + 1) Ii,m), 

J3 I j,m)= im Ij,m). 

We want to introduce ladder operators Q± for the 
eigenvalues of Q, in a similar way as J 1 ± iJ 2 are de­
fined for those of J 3 [see (1. 7)]. 

The expression of Q± shall be j-dependent, since Q's 
eigenvalues are quadratic on j. Thus Qi shall not be 
operators of E ( I) on a strict sense; one can however 
choose them to coincide with such operators, when res­
tricted on a j-dependent subspace. 

In fact, let 

L; == (j + % ± t)2K3 'f (j + ~ ± t)(K1J 2 -K2J 1) + J3 • C1• 

(1. 9; 
One can easily check that 

QLj I j,m) = - (j ± l)(j ± 1 + l)Lj Ij,m). 

Then let Q± be defined by 

Q+ Ij,m) == (2j + 3)1/2(2j + lt1/2(j + 1 + m)-1/2 

x (j+ I-m)-1/2L;Ii,m), 

(1. 10) 

Q- I j,m)= (2j - 1)1/2(2j + 1)-1/2(j + mt1/2(j - m)-1/2 

x Lj I j,m), 

Q- I j, ± j) ;::: O. 
if j "" m 2 

(I.U: 
The following relations then hold (we drop the non­

relevant index m) 

[C1,Q±]==[C2,Q±]=[J3 ,Q±]=0, (1.12: 

Q+Q-I j) == [Ci + PC2 - (j - 1)j2(j + 1)] I j), (1.13 

Q-Q+ I j) = [Ci + (j + 1)2C2 - j(j + 1)2(j + 2)] I j). 
(1.13' 
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Now, if one imposes to the representation to be integ­
rable over the subalgebra £lu (2), j + m and j - m must 
be positive integers, and j > 0; let then jo == minj. Then 
Q-I jo,m) == O,and (1.13) gives 

[C~ + j~C2 - j5(j~ - 1)] I jo> == o. (1. 14) 

Considering the invariant subspace generated by 
(Q+) k • I j ), one can define on it a new operator D 
(resp: D2), if jo '" 0 (resp: if jo == 0), given by iD == jll- C1 
(resp. D2 = C2 + 1). Combining these definitions, one 
can write 

(I. 15) 

So that (I. 14) holds (keeping in mind that only D2 is 
defined for jo = 0). Writing I jo; j) = (Q+)ho I jo)' 
Eqs. (1.13) become in the jo subspace: 

Q+ Q- I jo; j) = (j2 - j~)(D2 - j2) I jo; j), (1.16) 

Q-Q+ I jo; j) = «j + 1)2 - j~)(D2 - (j + 1)2) Uo; j). 
(I. 16') 

Combining these results, one gets the following ex­
pression for K3 in this subspace: 

" ( (j + 1)2 _ m2 )1/2 I 
K3 1 10 ; ),m) = (2j + 1)(2j + 3) jo:j + 1, m) 

+ mjo(p + WI D I jo; j,m) 

+ (j2 -ja)(D2 -P)Uo;j-1,m). 
( 

j2 _ m2 )112 
(2j - 1)(2j + 1) 

(1.17) 

Since I is generated by K3 and £lu (2),D (or D2 if 
jo = 0) is enough to characterize the representation in 
the jo subspace. To obtain a representation algebraically 
irreducible,D must be a scalar, and the inverse is also 
true, except for D2 = (jo + k) with k nonnegative integer. 

We recall that the representations obtained by differ­
~ntiation of UlR's of SL.(2, C) are given by D = i~, 2jo 
mteger (or D2 = - ~2, 10 == 0) with ~ E R, for the princi­
pal series; and by D = ~, jo "" 0, with 0 < ~ < 1 for the 
supplementary series. s 

II. REDUCTION ON THE MAXIMAL COMPACT 
SUBGROUP SU (2) 

Using (1. 5) we see that, if A E S U(2), the matrix 
y = T P AT ;~A is a diagonal unitary matrix, regardless to 
the value of X; also (J and p are left invariant. 

But we can impose to S to be diagonal on element of 
the form exp(tJ 3)' i.e: 

S ( f30 IiO) tJ I s,n) = 112 " IS,n)for f3~ = I,ll E C. (n.l) 

Putting 

f(P) == 6 F,,(x,u) I s,n), 

" 
we obtain for A E S U(2) 

VS(A)f(P) == 6 f32"F,,(x,u') I s,n), (n.2) 
n 

where 

u . A = f3 • u' = (: ;) u'. 
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One ~an decompose F" in terms of the unitary charac­
ters y~ m of S U(2), since u can also be conSidered as an 
element of SU(2). We recall that 

and one can write 

F,,(x,u)=F,,(x,f3'U)= 6 
i,m,k 

since Fn does not depend upon the choice of a represen­
tative in the class U E U(1)\SU(2). For that reason the 
function 1l2"Fn (x,u') = f32n F,,(x,W1 'uA) must depend 
on the class of U alone, hence, putting A == 1, we o.btain 
n =k. 

In view of these results, we can identify JC to a sub­
space of L"(Rx x S U(2); dxdw) , by putting 

w = (e

o
i
l/i12 0 ) 

e- i l/i12 U 

and 

f(P) -7 F(x,w) = ~ ei"I/i F,,(x,u), (ll.4) 

" 
P being parametrized by x and u, and range n being res­
tricted by the representation S. 

We can thus write for A E SU(2): 

US(A)F(x,w) = F(x,wA) 

= 6 (6 Yj(A)!.F~k(x~.y~m(w) (ll.5) 
j, m." k 'J 

and we see that, for n,x, and j fixed,Fl m (x) behaves as 
a 2j + 1 line vector under the action of the UIR of SU(2) 
characterized by j • 

Since j ± n must be positive integers, there are the 
following restrictions on range j: 

Series O. ,A. ,A~ : j = 0,1, ... , 

Series B. : j = !, i , ... , 
Series C', C" : j = - s,- s + 1, ... , 

and JC decomposes to the infinite direct sum (in the 
Hilbert space sense) 

61 (H~(x) i8I C2j+l), 

with 
jinEJ( 

F~m(x) E H~(x} = L2(Rx;dx). 

The infinitesimal operators of SU(2) are given by 
(1. 7) (with X == 1) by changing s to j and n to m. 

(n.6) 

We shall also give their differential expression on 
functions of the form einl/i ~. Fjm yjm (u) where J.m n , 
U E U(1)\SU(2); u(cp, O} is given by (I. 4), and one has 

J. = - ,!. (J1'l' iJ2 ) = eii6 ('I' i ~ + cotcp ~ - in(sincpt1\ 
v2 Clcp 30 ;-

3 
J 3 == 30' 

Q ==~ + cotcp~ + (Sincpt2(~_- 2ni coscp~-n2\ 
3cp2 3cp 302 iJO t 

(n.7) 
Using these relations, writing in = Cl /31/1, and choosing 

convenient phase factors for y~ m one can establish the 
following relations: 
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cosep YJ·m :;:: a(j,m,n)Yf1• m + [mnj(j2 +j)]YJ·m 

+ a{j + I,m,n)Yt1,m, (n.8) 

[cosep + sinep(ojoep)]YJ· m =-j·a(j,m,n)Yt1.m 

+ (j + I)a(j + I,m,n)Yt1,m, (n.9) 

e±il/l sinep Yk m = 'f ,j(j - 1 'f n)/(j ± n) a{j,m,n)Y~:I·m 

- [snjj(j + 1)].J(j 'f n)(j ± n + 1) 

X Y~'±i ± .J(j + 2 ± n)/(j + 1 'f n) 

X a{j + I,m,n)Y~a·m, (II. 10) 
where 

a(j, m,n) = .J(j2 - m 2)(j2 - n2)j N4j2 - 1. 

III. THE INFINITESIMAL GENERATORS 

The action of noncompact one-parameter groups on 
the orbits being quite complicated, we shall make use 
of the infinitesimal generators' expressions. 

Rotations are given by (n. 7) and translations by 
Pp = iPJI,defined by (1.1). We shall put in evidence 
only K3 among boosts. 

Straightforward calculus gives for K3: 
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F(x)~m y~m(w)::;;: . L; ! F(x)~m cosepy~m(w) 
], m,n 

L; ap-1F(xY"m(cosep + sinep %ep)y~m(w) 

+ J.;n p-1F(x)~m sinep dS [0 1 _. d·eii/lJk y~m(w), 
}. m, n -"2 e tl/l 0 n 

(ill. 1) 

where C1,p are defined in (1.2) and w = e1/2 ii/l. u c SU(2). 
Writing 

(
0 x~eil/l) 

O 
:;:: e i ,,/2'J1'e- i ,,/2 

_ ~e-i'" 

and using (1.7) and (II. 8)-{II.10), one obtains 

K L; FJm yJm - r; a(J' m n)~(~ + J'an-1) Fjm _1. p-1 L; \(S 'f n)(s ± n + l)(j ± n + 1»)1/2 Fi.m~ yj-1,m 
3 n n -. "dx"''' 2 X(J' 'f n) "i1 " i,m,n ), m,n .t 

+ L; 
i,m,n 

. ,m rn!!:..- F-lm + t p-1 L;± .JX(S 'f n)(s ± n + 1)(j 'f n)(j ± n + 1) F~±i] y!"m 
J{J + 1) L dx ± 

+ L; 
j.m,n 

a(J' + 1 m n) ~(~ _ {J' + 1)ap-1)Fim + .!.p-1 ~(S ± n)(s ± n + 1)(j 'f n»)l1jj,m] Y.')+1.m 
, , ~ dx ,,2 ';' X(j ± n + 1) n± 1 n 

From this expreSSion, we can get the ones of the Casi­
mir and ladder operators according to results of Sec. 
1. B. One obtains, dropping the index m: 

(Q- Fi) :;::,jj2 - n2 (.E.... + jap-l\ Fi 
" dx) " 

- ~ p-l r; ,jX(S'f n){s ± n + 1)(j ± n)(j ± n + 1) 

(m.3) 

(Q+Fi) :;::.J(j + 1)2 _n2(!!:..-_ (j + l)C1P-l)Fi n ax n 

+ t p-1 r; .JX(s 'f n)(s ± n + l)(j 'f n)(j 'f n + 1) 
± 

(III. 4) 

(- iG1Fi)n :;:: n :! FJ 

+ ~ p-1 L; :I: .JX(s 'f n) (s ± n + 1)(j 'f n)(j ± n + 1) 
± 

X F~±l E H~ (x), 

TABLE II. 

Series 

0"" A. 

B. 

A •• A~ 

C', C" 

(m.5) 

Range io 

0, 1, ••• ,8 

t.i . .... s 

0,1, ••• 

t.!, .. · 
-s, -s+l .... 

(ill. 2) 

(G2Fi)n :;:: [:l~: - X(P + j + s2 + S - 2n2)p-2 + n2 - 1J 
X F~ + ap-2 L; .JX(s 'f n)(s ± n + 1)(j 'f n)(j :I: n + 1) 

± 

(ill. 6) 

Calling H the direct sum Ef)j n H~ (x), we see that it 
splits into two complementary' subspaces. H == H. Ell H_ 
defined by H" = {FsFJ" == ± FJn}(except for series G' and 
Gil, in which n takes only positive or only negative 
values). It is immediate to check that H* are conserved 
by Q*, G 2 and interverted by G1. 

Calling H j the direct sum Ell H ~ (x), we see that Q- has 
nonzero kernel on every Hi if range n is unbounded 
(Le., X:;:: - 1, except for the O-representation); Q- has 
nonzero kernel on Hi for j ~ S and it has kernel zero 
on Hi for j > s, if range n is bounded (Le •• X == 1 and 
the 0- representation). 

We put Xi == Ker Q_ n Hi and X{ == Xi n H±. We re­
mark that if Xi is nonzero, it contains complex-valued 
functions in case j = 0 or for series G' ,G" and two­
component- complex-valued functions in other cases 
(hence the splitting in X{). 

Following the pattern of Sec. I. B, we see that the sub­
space Kj of H generated by the action of Q+ on J(i is 
invariant. Mere addition of components proves 

H ~ == Ell (Q+ )rio Xio , hence H == Ell Kjo • 
J jo~j )0 

Range jo is the same as range I n I and is given in 
Table II. 
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However, before carrying on the reduction, we shall 
deal with the maximal domain of definition of the infini­
tesimal operators, the calculation up to now being just 
a formal one. 

IV. THE MAXIMAL DIFFERENTIAL DOMAIN. 
NUCLEARITY 

Let 8 be the maximal subspace of :R, on which every 
polynomial expression over the generators of the Poin­
care Lie algebra t is defined. 8 can also be considered 
as the common domain of definition of all powers of the 
Nelson-Laplace operator I::. = - ~K,2 - ~Jr _ ~P;.9 

Vectors of 8 must be, first of all, Coo functions of the 
spherical and noncompact variables. Effecting the 
Fourier transform over the compact variables we have 
further conditions on the scalar functions F~ m (x) (be­
sides the fact that summation over j, m, n , of their 
norms must give a finite sum): they are required by 
the expressions of translations and boosts. 

Translations impose faster decrease than any power 
of coshx, for infinite x. Boosts impose the same 
conditions on the derivatives, and these are the only 
conditions at infinity for the coordinate functions, since 
the expressions ap-1 and p-1 which enter in (m.3) to 
(m.6) are bounded for, say, \x \ ;;. 1. These conditions 
can be summarized: 

lim (coshx) k (d/dx)q F{m (x) = 0 for k,q EN. 
(IV. 1) Ixl- 00 

In case X = - 1 these are the only conditions on F~ m ; 
but for X = + 1 there are boundary conditions for x = 0, 
since p = sinhx and quantities like p-1 and ap-1 are un­
bounded in a neighborhood of the origin. It is a quite 
tedious job to give a global expression of these boundary 
conditions under the actual expression of vectors: 
therefore they shall be established in the expression one 
gets after effecting the jo splitting. However, we can 
already remark that L2 (R+), in which lies F,! m, is canoni­
cally isomorphic to the subspace of even or odd functions 
(indifferently) of L2(R). The domain of definition of F~n 
can be extended to the whole real line in a compatible 
way with the expression of Q., Q_, C1 (which change parity 
for ± x) and C2 (which keeps it). A convenient extension 
is thus 

F~·m (_ x) ± F~·m (- x) 

= (_ 1) S-j (± P(s»)(F~.m (x) ± F~.m (+ x», 

the "initial parity" P(s) = ± 1 to be fixed by the boun­
dary conditions. Expecting them to be of the form "all 
even (or odd) and a finite number of odd (or even) deriva­
tives vanish at the origin," which shall be proved later, 
one can identify the space 8~(x) in w.hich belongs F~m to 
a closed infinite dimensional subspace of the space 8 (x) 
defined by (IV. 1). 

The question which now arises is whether 8 is a 
nuclear space. We recall that a subspace 8 of a Hilbert 
space is nuclear if it is the projective limit (intersection) 
of a decreasing sequence of Hilbert spaces H k' such that 
the canonical imbedding of H k in H k' (k > k') is, for any 
k, k' , a Hilbert-Schmidt operator. 

In the present case 

8 = n Dom(l::.k). 
koO 

Since I::. + 1 is a strictly positive, essentially self-adjoint 
operator, it has negative powers which are bounded self­
adjoint operators. If one of them is of Hilbert-Schmidt 
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class, say (1 + I::.t k , one can construct the following de­
creasing sequence, of which 8 is the projective limit: 

Hk ={¢ E :R;(¢ \(1 + 1::.)2hk ¢) < ~}. 

The existence of a traceful negative power is thus a 
criterion for nuclearity. In fact we shall prove it for a 
negative power of an e.s.a. operator 1::.1 , majorated by 
1::.+1. 

Let \ j, m, n , k) be a Hilbert basis of :R, the new label 
k denoting eigenfunctions of the harmonic oscillator 
- d 2 + x2, corresponding to the eigenvalue 2 k + 1 
(k = 0,1, ... ). For fixed j,m,n,these vectors are also 
a basis of 8 (x), and they form a convenient basis also 
for X = 1, since an operator in 8(x) is traceful indepen­
dently of the basis chosen, and if it is traceful in 8 (x) 
it also has a trace in its subspace 8 ~(x). 

It is easy to establish the inequality between positive 
operators: I::. + 1 ;;. 1::.1 = j2 + x 2 - d 2 • One obtains then 

(j,m,n,k \ l::.i1 ) j,m,n,k) = (j2 + 2k + 1)-1 

and 

Tr(l::.-t) = 2] 2] 6 (j2 + 2k + It4 
j k m,n 

"" .0 (2j + 1)2 (j2 + 2 k + 1t4 < ~. 
j,k 

Since (.6. + 1)-4 < l::.i4 , (.6. + 1t4 is of Hilbert-Schmidt 
class and 8 is a nuclear space. 

Remark: The existence of a trace is due to the 
presence of translations; if one drops t!!e term P~ + p2, 
considering thus the representation of £ obtained by 
restriction of V S , the corresponding differential domain 
is not nuclear. This fact is not surpriSing, since this 
representation is highly reducible. 

The space 8 and its antidual 8' are reflexive Montel 
spaces. The nuclear spectral theorem applies to the 
triplet 8 C :R C 8'; the CaSimir operators C1 and C2 
have a complete system of generalized eigenvectors in 
8 1 • There exists a spectral measure for the decomposi­
tion of the scalar product of vectors of 8 along the 
eigenvalues of C1 , C2 ; and the restriction of Us can be 
expressed as a direct integral of UIR's of SL(2, C) by 
means of the completeness relations thus obtained. 

V. THE DISCRETE REDUCTION 

We.propose here to define an operator Ton 8, such 
that T shall be an isometric mapping from 8 to T 8, and 
apply the results of Sec. I. B to the representation of 
T- 1dUsT thus obtained. We shall proceed in several 
steps in the definition of T. 

To obtain a convenient basis for the reduction, we in­
troduce the operator TTk from Hi to Hj-I<: 

Ttk F~,m = {(j2 _ n 2) '" [(j - k + 1)2 - n2]}1/2p kF,?-m. 

(V. 1) 

TFk commutes with Q_, hence TTk Xj C X j _". 

Moreover, if FE X j , one has 

D j - k TTl< F = ~j-k DjF for j> k (V.2) 

(if j = k, the same relation holds for D2,D being not 
defined in X o)' According to the value of min) n ) , 
which can be 0,1, or - s, according to the series, we 
then define the operator T j on Xj : 

o 0 
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Case I (min I n I = 0): I;IIF~1I2 
n 

To = 1 if jo = O,and,if jo '" 0: = c(j, s,X) I; J [((j - 1)2 - D2) .•. (a 2 - D2) cPoJ· cPa.dx 
a 

with the following notations: 

Case I (for j '" O),a == 0,1: 

) = (TF)io' m. c(j, s, 1) = 22j-1 (2j) !-1 (s + j) !-1 (s _ j)!, 
T1 (pi,o.m _ Fjo.",) 10 

30 1 -1 

Case II (min I n I = t): 

Case III (min I n I = - s): 

T . . Fjo.m E Je. 1--7 cP jo • m == T-: s FJo.m = (TF)jo.m 
J 0 '" J 0 ± S J 0 ± s 10 ' 

N ext, we want to extend Tj over the whole 8. Intro-
ducing the notation 0 

we put in evidence the discrete splitting of 8 (and, by 
closure,H) along values of i o. Then let T' be the one­
to-one mapping 

(the index m being irrelevant). We define then T = T j T' . 
and we shall write 0 

TF = cP = (cPJ'/''a,), a = 0,1 or a = ± t or a = ± s. 
o (V. 3) 

Now we want to introduce a scalar product in T 8, such 
that T will be an isometric mapping, and T 8 a pre­
Hilbert nuclear space. Let first Fj E Je j ; from (111.3)­
(III. 6) one has 

[X(S'f n)(s ± n + 1)(j ± n)(j ± n + 1)]1/2 F,I±1 

= (j2_n 2)1/2 p (;! +jap-1 ± nap-l ±Dj)Fl, 

(V. 4) 

[(:x + jap-~2 - X s(s + 1) p-2 - n2 - 2nap-l D - D2 ] 

x F1 = O. (V.4') 

Using these relations, and after a somewhat tedious 
calculation, one finds 

t j(2j - 1)x(s + i)(s - j + 1) I; II F~ 112 
n 

= I; (j2 - n 2) [(j - 1)2/1 pFj 112 + t II pDFj /12 
n 

- t <pD2F~ I pFDJ 

== (j_1)2 2] /I TrlF~1I2 + t I; /I DTr1F~/l2 
n n 

Having in mind that only D2 is defined on Jeo' one finds 
by carrying on the induction and using D* == - D, 
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c(j, s,- 1) 

= 22 j-l (2j) P (s + j)! -1 (j - S - 1) !-1 s! (- s - 1)!. 

Case II(a == ± t): 

c(j, s, 1) = 22j-l (2j) !-1 (s + j!)-1 (s - j)! . (s + t), 

c(j, s,- 1) = 22j-1 (2j) !-1 (s + j I)-I (j - S - 1 I)-I 

X (s + t) ! (- s - t )! . 

Case III: c(j, S,- 1) == 4j+S(2j)! (s + j) !-1 (j - S - 1) !-1 

x (- 2s)! (- 2s - 1)! , 

a = s, or a = - S (no summation). 

Next, we consider QFjo Je j . Since Q+ + Q! = 0, using 
(I. 16) one obtains 0 

I; /I Qro F!o /1
2 

n 

= c'(j,jo) 2] J[(j2 - D2) ... ((jo + 1)2 - D2)F~0] F~o dx, 
n 

with 
(V. 5) 

c'(j,jo) = (2j O)!-I(jO +j)!(j-jO)!' 

We define now the scalar product in T8 by 

(¢ 11/1) ==. I; J I/Ij~,":t(x)' E(S,jo,j,a2;Dt)¢~~,"'a(x)dx, 
lo·l,m,a (V.6a) 

where E is the positive e.s.a. operator: 

E = c(jo,s,X)c'(j,jo)((j2 -D~) •.. «(jo + 1)2 -D~) 

x ((jo _1)2 -D~) ... (laI2 -Dr», (V.6b) 

and D S = TDT-.!... T is thus defined as an isometric 
o~rator. Let T be its c~sur~ on the completed space 
(T8);the representation TU· T-l is unitarily equivalent 
to Us, and the new expression of the Casimir operators 
depends only on s (and jo)' One obtains,for Cases I,ll, 
Ill: 

Ds' G:) = (~~/dx2 _ xs(s + 1)p-2) cPJ if jo '" 0 

(V.7a) 
and, if jo = 0, Dt = (d2/dx2) - xs(s + 1)p-2, 

(D S cP)±l/2 == [(d/dx) ± ../x(s + t)2p-lJcP±I/2' (V.7b) 

D s CP±. = 'f (d/dx) cPt s. (V. 7c) 

The boundary conditions for X = 1 are now easy to 
establish for vectors of T8. In Case lone must have, 
for x -> 0, cPa. ~ ps+l, or cPa ~ p-s; this last solution is 
not acceptable, since it gives no square integrable func­
tions (for s = 0 it is Q + cP 0 which is not square-integ­
rable). In Case II one must have cP 1/ 2 ~ pS+l/2, hence 
cP- 1/ 2 ~ pS+3/2. The boundary conditions can thus be 
written in the form 
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(V. 8) 

where cP a is a Coo function of a = coshx for 1 <f a < co 
and 

k(O) = k(l) = l;k(t) = t;k(- t) =~. 
iD s ,as defined in (V. 7) is an e.s .a. operator; we shall 
put T& s = Ell T& s (x) its domain. 

io·i. m 

VI. DIAGONALIZATION OF Ds AND DS2 

Rather than find an explicit expression for the gene­
ralized eigenvectors (which lie in T&'), our purpose is 
to find in each case an operator K s , such that 

(VI. 1) 

In series C', C", O,K s = 1; the eigenvectors of D s (for 
series C', C") are VA = eill.%, each eigenvalue i).. having 
multiplicity one; those of D~ (for series 0_) are VP) = 
i sinAx and VP) = COSAX (A ~ 0), each eigenvalue- A2 
occurring twice. For what remains, we shall distinguish 
X = 1 and X = - 1. 

A. x = 1 

We consider explicitly the values 8 = 0 and 8 = t, 
and write again the original expressions of Q+ and D: 

8 = 0: (Q+F)i = j (:X - jap-1) F i-1 = j . pi+1 :a p-j Fj-1, 

(D2F)i = [£. - j(j + 1)p-2l F j, 
dx2 J 

hence 

[£. _ j(j + 1) p-2l. pj+1(~)i p-1 = pi+1 (~)j p-1 ~ , 
dx2 J da da dx2 

since Q+ and D2 commute. 
(VI. 2) 

For 8 = t we have 

(Q+F)11/ 2 = (j2 - t)1/2[(! - jap-~ FA?2 + t p-1 Fli72] , 

(DF)1 1 / 2 = ± d~ Fl1/2 'f (j + t) p-1 F;1/2 . 

Writing that D and Q + commute and effecting symmet­
ric and skew-symmetric combinations, we obtain 

(! ± (j + t)P-1) (! _jap-1 'f t p-~ 

= (:x - jap-1 ± t p-l) (:x ± (j - t) p-l). 

Sinc e ~ p-1 = A -1 dA/ dx, with A = (tanh ~ x), induction 
on j gives 

(:; ± (j + t) p-l) . Nl p j+ 1 (:aY±1/2 p-1/2 A f1 

= Afl Pi+1(:ciY+l/2 P-1/2N1!. (VI. 3) 

According to these results, we put 

Ks = pS+1(d/da)s p-1 for jo = 0, (VI. 4a) 

( 
-1 0 ) K = ps+1 (d/da)s P for jo ;e. O,jo integer, 

s 0 d/da 
(VI.4b) 
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for jo half-integer. (VI.4c) 

Relation (VI. 1) is true for K s defined in (VI. 4); more­
over, we have (for jo ;e. 0): 

(VI. 1') 

In this expression, it is easy to show the spectrum and 
the eigenvectors VA of Ds (or D~ if jo = 0). 

We shall put 

(VI. 5) 

The boundary conditions (V. 8) impose to (C A) a to be 
an even function of x for a = 1, t and an odd one for 
a = 0,- ~. 

We obtain thus: 

jo ;e. 0: Ds VA = DsKs (i sin AX) = iA VA' 
COSAX 

-CO<A<CO, 

jo = 0: D~ VA = D~ . i sinAx = - A2 VA' 0 <f A < co. 

Finally, if K! is the adjoint of K s' the C A are eigen­
vectors of the self-adjoint operator K! E K s [E being 
given in (V. 6b)]. One can substitute - D2 by A2 in the 
expression of E; as for (K~ K s), substitution in (V. 5) for 
8 = 0 and ~ gives 

(K!Ks)~ = (82 _ ::2)'" (1- lal)2- ::2)·(VI.6) 

Hence, for integer 8 

K!EKs'C A = c(jo,s,1)'c'(j,jo)'(j2 +j2) ... A2. 

(82 + A2) ... (1 + )..2). (j~ + A2t1 CA 

= w(j,jo,S,A)'C A , 

and for half-integer 8 

K!EKs' C A = c(jo,s,l)c'(j,jo)(P + A2) ... (t + A2) 

X (82 + A2) ... (t + A2)(j~ + A2tl C A , 

= w(j,jo, S,A) CA' 

B. X = -1 

In order to find K s verifying (VI. 1) and (VI. 1'), we 
shall introduce derivations of noninteger order. Recall­
ing that now p = coshx; a = sinh X , we introduce the 
Fourier transform on the variable a: 

3'.p(x) = Joo e ioy .p{x)da. (VI. 7) 
-00 

Noticing that &(x) = 30 (the Schwartz space of rapidly 
decreasing Coo functions of a),we see that 3"&(x) = SJ.' 
and 3'&'(x) = s' y' Since da = pdx, we also obtain 

3'* = p3'-l, 5'* -1 = 5' . p-1, 
(VI. 7') 

d -1 d . 3'-1 3' 
da = p dx = - l y. 

We now introduce the follOwing operators, in analogy 
to the case X = 1: 
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K~ = ps+1 5'-1 Iy I s 5'p-1, 

K1 - _ ipS+l5'-l ly I s.y 5' -K0!!:..... 
S- - sdx' 

K: == B(x)±l ps+1 5'-1 I y I s+1/2 5' p-1!2B(x)"1, 

where B(x) = vP(cosh~x + i sinh~x) == B(xt1 is a func­
tion verifying 

dB/dx == ~ ip-1B == i i(l + ia)p-2B. 

By straightforward computation one can establish: 

(~ + s(s + 1)P-2\K~ =K'; ~ (0: == 0,1), 
dx 2 J dx2 

(VI. Sa) 

(!!:..... :I: (s + ~)iP-1) K± = K'F!!:..... 
\dx s s dx 

(VI. Sb) 

We can define now K s satisfying (VI.1)-(VI.1') by 

Ks ==K~ if jo = 0, (VI. 9a) 

if jo ;0' 0, jo integer, (VI. 9b) 

if jo is half-integer. (VI. 9c) 

These formulas are exactly the same as those of 
X == + 1; since no boundary conditions exist, we find two 
eigenvectors for each eigenvalue: 

jo ;0' 0: (
i sin AX) 

VP) ==Ks , 
COSAX 

(

COSAX ) 
V~2)=Ks .. ' 

z smAx 

-CO<A<CO, 

jo == 0: VP) == Ks i sinAx, 

Up to now these results are formal: we still have to 
check that K s is a "good" operator, that is, show that 
V~ is in S'(x). That means that the integral 

j''''' K~(eiAx) . Eq,(x)dx 
-00 

converges for any q, E 8 (x), E being defined in (V. 6b). 

To prove this, we first notice that E conserves 8(x), 
so E can be omitted. The same applies to multiplication 
by pS (any s) and b±l. It is then sufficient to show that 

0:==0,~,1, 

or, equivalently, for 1/1 E Sy : 

I j1/l(y)·lyls+a(5'p,d e iAX)dy I < co. 

Since per 1 e iAX is a bounded Coo function (and major­
ated by p-1 for 0: = 0), its Fourier transform is in S'y 
(and for 0: == 0 it is a fast decreasing, continuous function 
of y, hence bounded). Therefore the integral converges 
for y -; :I: co; for y -; 0 it still converges, since 
II y I s+a I .::: 1 (for 0: = L 1 and - 1 .::: y "" 1), and since 
for 0: == 0,1/1 and 5' p-1 e iA x are bounded and 

j1 I y I Res dy 
-1 

converges. 
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These results are still valid when substituting K~ - 1 

to K s. One can write Ks == K!-lK~K s; since d 2/dx 2 and 
K~ K s commute,K!-l C~lJ) is a linear combination of 
V~l) and VP). 

In fact we have a stronger result: 

Proposition: The self-adjoint oyerator K: EK s is 
diagonal on the set of eigenvectors 1. C ~ij)} [with the 
notation C 1ij) == K~l V A(ij) ]. 

Proof: E being a polynomial on D~, we have 

E<X V(ij! = E<X(_ A2) V(ij) 
a X.a a A,Q 

and from (V. 6) we see that Eij~ (- .\2) == Kij~ (- A2); 
E8(- A2) == .\2 Ei(- A2). 

Now, for jo half-integer, we see thatK~Ks == 1 and 
the proposition is proved. For jo integer we first re­
mark that K~* K~ == - (d/dx)K~* K~(d/dx), and that 
K~*K~ commutes with d2/dx2;thusK2*K~eiAx is a 
linear combination of e iAx and e-iAx . Moreover,one 
easily sees that K~*K~ transforms odd functions to 
odd ones and even to even ones. One can thus write 

K~* K~ sin AX == w1 (A, s) . sin AX, 

K~* K~ COSAX == W2(A, s)· COSAX, 

hence, for jo integer: 

K* EK . C (ij) - EO(_ AO). W (A s) C(ij) 
s s 1..-0 ij' A' 

W ij being of course a positive function. 

Remark 1: The choice of K s is of course not unique, 
as one can see, e.g., by substituting I y I s sgny to Iy Is . 
Because of multiplicity two, the different choices for K S' 

do not forcingly give the same set of eigenvectors for K: EK s (and for D s). However, since it is not our pur­
pose to calculate explicitly the eigenvectors of D s by 
means of K S' we shall not pursue this point. An explicit 
expression of the eigenvectors figures in the Appendix. 

Remark 2: In fact, the above results, including the 
convergence of integrals, are valid for complex A. 

VII. THE COMPLETENESS RELATIONS 

According to the nuclear spectral theorem, the scalar 
product of vectors of 8 decomposes according to the 
formula 

( ¢ 11/1) == 6 j ( ¢ I VI) ( 1/1 I VI) dll, (VILl) 
I 

where VI E 8' are the generalized eigenvectors of C1 
and C2 ; dll is a positive measure on their spectrum and 
1 denotes symbOlically multiplicity for each set of 
eigenvalues. In the present case 1 stands for j, m ; and, 
as shown above, for a "pure multiplicity" index 1/ == 1, 2 
in series A_ ,A'_ ,B_ and 0_. 

Our object is to write explicitly (VII. 1); from the 
results of the discrete reduction we have 

+ 6 (¢6·;~ I 1/I6:"lJ> , 
j~Oojo 

(VII. 2) 

Iml <iJ 

with the notation of (V. 3) and (V. 6a). 
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Dealing with complex-valued functions which belong 
to 8 (x), we have the usual Fourier formula 

If cP and ~ are both odd (resp. even), e i AX can be re­
placed by i sin Ax (resp. cos Ax) and the integration 
domains for x and X by [0,00] (we neglect multiplicative 
constants) . 

Treating first the case X = - 1, where the whole real 
line is the domain, we have for series C', cn: C A = VA = 
e'AX and for series O_,A_,A~,B_ : 

{

e iAx = C(1) + C(2) . = 0: x x 
JOe i Ax = _ C (1) + C (2) 

-A -A 

jo ;>' 0. 

if X> 0, 

if X < 0, 

(
0 )= 1. (C(l) + C(2) + C(l) _ C(2» 
e iAX 2 A A - \ -A' 

Combining adequately these relations we see that, if 
cP, ~ are, according to the case,one- or two-component 
functions, we obtain (neglecting constant factors) 

(cp I~) = 2:; (CPal ~a) = 2:; roo (cp I C~)(~ ICl)d\ 
a ~ -va 

ifjo'" 0, 

(cp I ~) = 2:; 1000 
(cp I C~) (~ I q)dA if jo = 0. 

1J 

Putting now 

cp=K*Eq,~,m, ~=K-1>J!j,m, 
J o J 0 

we obtain 

= 6 J <CPJ~ m I V~><lJ!J~m I K(K*EKt1 C;}> d\ 
1j 

with dp.(X) = [w~(s,x), E(- A2)~rl, where a = 0, 1,± s 
according to the case, and W1j(S,A) = 1 for series O_,B_, 
C' , Cn

• This result together with (VII. 2) establishes the 
completeness relations for X = - 1. 

For X = + 1, we first notice the relations 

The Fourier inversion on odd functions can thus be 
written 

(cp I ~) = Joo cp(x)~(x)dx = J 00 (cp I C2)(~ I CA)d A o 0 

and on two-component functions such that CPo is odd and 
CPI even (again neglecting a factor i): 
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(cp I~) = 2:; (CPa I CPa) 
a 

= 6 Joo(cp I C A - (- l)aC_)J(~ I C A - (- l)aC\)d A 
a 0 

= J<x'> (cp I CA)(~ I C)JdA. 
-00 

Now, one easily verifies that (K m Eq,;,m) a. is odd if 
1 1 0 

Ci = ° or - 2 and even if Ci = 1 or 2 j the same holds of 
course for (K-Iq,j,m)" sinceK*EK conserves parity. 
We can thus writ~o 

= J (K*Eq,j, m I C ) (K-1.v j.m I C,) dX 
RorR. lo \ )0 ~ 

with 

VIII. RESULTS AND REMARKS 

(1) The diagonalization of the Casimir operators and 
the completeness relations provide the final results of 
the reduction of Us into irreducible components. The 
couple of numbers (jo > 0, X) or (jo = 0, Nl) and, even­
tually, the multipliCity index, determine an invariant 
subspace which can be given a preh~lbert structure and 
completed to a hilbert space (see Appendix). The repre­
sentation of I on this space can be integrated to a rep­
resentation of the prinCipal series of SL(2, C). Since 
range X = R for jo ;>' ° (and range X = [0, OCJ [, for jo = 0), 
in all cases, the only restriction on the spectrum of UIR's 
obtained is given by j o. Table TIl gives these results: 

TABLE III. 

Series of S Range jo Multiplicity 

A., B., O. s,s-1, ... ,!orO 1 

O. o 2 

A., A~ 0,1,... 2 

B. ~,!.... 2 

C', C" -s,-s+1, ..• 1 

(2) In Ref. 4, Joos obtains the same results for the SU(2) 
case. Moreover, he gives the "mixed scalar products" 
between vectors of Us and those of its irreducible com­
ponents, which do not figure explicitly here; however the 
spectral measure calculated in Sec. VII and the normali­
zation of the eigenvectors given in the Appendix, provide 
equivalent results. 

The main difference in the technique used, besides 
topological considerations which are absent from Joos's 
article, is that the discrete splitting of Us is effected 
here after passing to the Lie algebra. This method 
allows us to keep a unique formalism along all steps of 
the reduction, while the one of Ref. 4 does not: it makes 
use of a finite dimensional representation of SL(2, C) 
obtained by complexification of S to get the discrete 
splitting before differentiation; in the SU(l, 1) case the 
complexification gives a local, nonintegrable represen­
tation, that is why differentiation precedes the discrete 
splitting. 

(3) It must be pointed out that the unified formalism 
works very well, in many steps of the redUction, and 
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especially, in establishing the nuclearity property. It 
is interesting to notice that the differential domain of 
the UlR's of <V induced by E2 is not nuclear,lO while 
the one of UlR's induced by semisimple little groups 
is nuclear. Although this fact is not sufficient to make 
a conjecture, it is a hint for further research on 
nuclearity properties of induced urn's.ll 

(4) The nuclearity property can easily be shown to be 
valid for some other classes of representations of (p. 
If the inducing representation S is a nonunitary, irre­
ducible representation of SU(l, 1) (or a finite direct sum 
vf such representations) on a Hilbert space, Us is non­
unitary, but its maximal differential domaiu is a nuclear 
space. This is due to the fact that the proof of Sec. IV 
does not depend on the value of S ; and such representa­
tions are obtained by allowing s(s + 1) to be any com­
plex number. The same remark holds for SU(2),provided 
one takes adequate topological restrictions (which we do 
not specify here) since one has to deal with nonintegrable 
local representations. 

(5) The boundary conditions established in Sec. V for 
SU(2) eliminate one of the two eigenvectors of d 2 /dx2 , 

and the multiplicity of the irreducible components is one. 
If the test functions ~ belong to a smaller space g c 8, 
such that ~ and all its derivatives vanish at the_origin, 
both eigenvectors of d2 /dx2 belong to the dual 8'. The 
space 8, dense in JC is invariant under the Lie algebra r, 
but not under the group action: in fact, the apex of the 
hyperboloid U, which is just an orginary point, plays a 
singulax:.. role in the definition of 8. .The 12cal represen­
tation dU, defined by restriction of dU on 8, is not equiva­
lent to dUs, although its algebraic expression is the 
same. This example shows the importance of topological 
considerations when speaking of Lie algebra representa­
tions, and the rigor needed to define notions like equiva­
lence or irreducibility: dUs, which is the differential of 
an irreducible representation Us of <V has (at least!) one 
nontrivial invariant subspace on which another represen­
tation is defined by restriction! 

(6) Since <V is a contraction of the.de Sitter groups, it 
would be interesting to compare the reduction of UlR's 
of both groups on SL(2C). In fact, examining our results 
and those of SOo(4, 1),12 one sees that spectra and mul­
tiplicities are the same for UIH's obtained one from the 
other by contraction or deformation [taking account of 
the fact that two UIR's of <V with opposite masses and 
little group SU(2) are needed to obtain by deformation 
UlR of SOo(4, 1)]. 
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APPENDIX 

1. Explicit expression of the eigenfunctions of Ds, DS2 

We first consider the case jo = 0; the case jo '" 0 in­
teger can be trivially deduced from jo = 0, since the 
two components of an eigenfunction are proportional with 
ratio iA, and they are solutions of the same differential 
equation as for io = O. 

This equation is 

«d2 /dx2 ) - Xs(s + 1) p-2 + A2) Y~?2 = 0, 

with V (1) - iK sinAx"' V, (2) - K COSAx" A.. s - S t )... s - s • 
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We recall that for X = 1 only V~~~ is admitted. 

Let V>... s = ps+1 J,.. s be a solution of (AI). Then I>.. s 
is a solution of ' , 

«(1(djd(1) + s + 1)2 - x(d2jd(12) + A2)/>...s = o. (AI') 

This equation admits power series of a or (1-1 for solu­
tions·the interval of convergence being a2 < 1 or (1-2 < 1 
in each case. The inequalities become large for X = - 1, 
since the numeric series is alternate in this case. 

We consider first the expansion for (1 > 1 (in fact the 
only relevant one for X = I, since in this case a =coshx); 
let 

(A2) 

The coefficients a n must verify 

4n(n + iA)an - X(2n + s + iA)(2n + s -1 + iA)an _1 =0, 

hence 
(A3) 

(s + iA)!n !(n + iA)! an = (4X,-"(2n + s + iA)! iA! a o ' 
(A3') 

Identifying I>.. 0 to pi1 e-i~x one finds ao(A, 0) = 2- i >..; 
we shall put ao(A, s) = c. 2-;;\., c being a constant which 
may depend on s. 

In the domain (1 = sinhx.;; - 1 (for X = - I), we define 
I>..,s by 

I>.., 8 (x) = 1->..,8(- x). 

One can then show that in the domain (12 > lone has, up 
to a constant factor: 

TT(l)_ !.ps+1(j I)' y(2)_ !.ps+1(j + 1 ) ·>..,8 - 2 ->..,8 - >".8' ~, 8 - 2 ->",8 >..,8 • 

Next, we give the expansion in terms of powers of (1, 
valid for the domain (12 = (sinhx)2 .;; 1 (and X = - 1): 

fiq)s = L; 13~) (A, s) (1. . (A4) 
, . 

The coefficients 13 Ir must verify 

«k + s + 1)2 + A2)13. + (k + 2)(k + 1)13.+2 = O. (A5) 

Imposing that k be odd (even) if 1l is odd (even), one 
has, up to a constant factor, on the domain 0-2 .;; 1, 
V(1/) - p8+1 j<1/) 

X,8 - X,8' 

The solutions of (AI) for X = I can be put into a poly­
nomial form. The function 1/1 >..,8 

s 

l/I>.. sex) = e-ib L; a.(A,s)(cothx)lr 
. lr=O 

(A6) 

is a solution of (AI) if the coefficients a lr verify 

(s - k)(s + k + l)a lr - 2iA(k + l)a.~l 
+ (k + l)(k + 2)a lr+2 = O. (A7) 

The acceptable solution V(1) is then the antisymmetric 
combination 1/1>.. - l/I->.. (the initial coefficient, a 8' being 
the same. 

For X = - 1, (A 7) is still valid if one rep lac es cothx 
by tanhx; however, one obtains no more a polynomial, but 
an infinite expansion, since s is no more an integer. 

Let us now consider the case jo haU-integer, One has 
to solve the equations 
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(-!: ± IX. ($ + ~) p-1) Vt, s = 0.. VX', s ' 

Let (1 be the 2 x 2 matrix 

(A8) 

where g~ = (a - .. rx,>p-1 and dgxldx = ~ -IX. p-1gx ' 

Putting I>.., s = (1-1 V >..,S' we obtain two new equations 

± (a(djda) + S.+ 1)I:,s 'f -IX. (djda)t:.,s = i"ll/t,s- (A9) 

Squaring the differential operator of (A9) and summing, 
one obtains 

«a(djda) + $ + i)2 - x(d2 jda2» N.s = (i~ ± ~)2 Its. 
(AI0) 

One can thus transpose to the functions found for 
jo = 0, the formulas being valid for complex ~ and s, in 
general. The four eigenfunctions obtained by (AI0) are 
associated in two pairs by means of (A9); one obtains 

1>..,5 =1>"lU/2)i,5+1/2 or I:,s =1->.. .. 1/2,5+1/2' 

U sing the notations of the previous paragraph one can 
write: 

x = 1: 

X =-1: 

V~V = Ci 
( 

/->"';/2,5'1/2 + I >..-;/2,s'1/2 

1->"-;/2.5+1/2 + I >"';/2,s'1/2 

( 

t~I/2,s'1/2 - it~11'i~2,s'1/2 
V(l) = (1 

A,s 

t(~2i/2 • s'1/2 - it ~"'!.'l/2 ,s+ 1/2 

with 1/, 1j' = 1,2 and 1/ "" 1/'. 

)­

). 
2. Normalization of the Hilbert basis in each irreducible 
component of Us 

The eigenvectors V;~)J.;j,'" , defined by (<I> I V;~)1;j ,m ) = 
# 0 ' 0 

( d ]1:' '" I V >..( ~]) ) ,generate an invariant subspace E~ ]' 
() • 0 t 0 

for the extension of dU s on 8, when 1/, ~, and j 0 are 
fixed. EJ!. j can be given a pre-Hilbert structure and 

• 0 

then be completed to a Hilbert space, if one defines a 
scalar product by means of the orthogonal basis V{:J~ , 
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The scalar product must be such that the infinitesimal 
generators be skew-adjoint. 

We shall put (dropping the multiplicity index) 

(vtT
o 
I vt.:;::: > = OJ]' om",' 0H.Ojojd . n(j), (All) 

The norm n does not depend on m, since the compact 
generators are still given by (1. 7). 

But n depends on j : from the expression of the scalar 
product in /; in (V, 6) one gets 

andK3 has the expression (1.17), where D = i~. Since 
Q. + Q~ = O,the norm n must verify 

n(j) = (j - jo)(j + jo)(j - i~)(j + i~)n(j - 1), 

n(j) = (j -jo)!(j + jo)!(j - i~)!(j + i~)! C, 

where C is a positive constant. 

or 
(AI2) 

(AI2') 

To obtain an orthonormal Hilbert basis (and a more 
symmetric expression for Q., Q_), one must change from 
vj, ~ to V/o,m n(j)-1/2. 
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The general exact solution of the equation of geodesics 
of the general exact homogeneous plane gravitational 
wave 
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The general exact solution of the equation of geodesics for the general exact plane homogeneous 
gravitational wave is given by solving the vacuum field equations for the line element 
ds 2 =A(u)dx2 +B(u)dy 2 +2C(u)dxdy+dz2 -dt2 .withu=(z-t)/2112 of these 
waves. The subclass of the exact plane sandwich waves is given explicitly by solving exactly the 
flatness condition for that line element. The relative energy and momentum transfer on test particles 
by the sandwich wave is discussed. 

1. INTRODUCTION 

In this paper we give the solution of a classical prob­
lem, i.e., the general exact solution of the equations of 
geodesics of all plane gravitational waves. 

The metric of the plane gravitational wave propagat­
ing in the direction of the z axis is usually given in the 
form (Ref. 1, 01. 4.1.17) 

ds2 = dx2 + dy2 + 2dudv + 2H(x,y,u)du2, (l.la) 

with 

u = (1/v'2)(z - t), v = (l/v'2)(z + t), 
dz2 - dt2 = 2 du dv, (1.1b) 

whereby the vacuum field equations are reduced to 

i)2H i)2H 
- + - = O. (1.1c) 
OX2 oy2 

The subclass of the homogeneous plane waves is given 
by the following special solution of (l.lc): 

H = i A(u) [cose (u) . (x2 - y2) - sine(u) 2xy], (1.ld) 

where A (u) and e (u) are arbitrary real-valued functions. 
In case of 

A(u) == 0 (1. 2) 

the space-time is flat, and vice versa. Thus choosing 
A (u) = 0 outside the range u1 '" u '" u2, we get a so­
called sandwich wave. 

The coordinates of (1.1) have the disadvantage that in 
them the equation of geodesics cannot be solved in 
general form. However, as we shall show, there exists 
another system of coordinates for the homogeneous 
plane waves in which we can solve the equation of geo­
desics exactly. Thus we are able to calculate the rela­
tive energy-momentum transfer on test particles by a 
strong gravitational plane wave. This is of interest 
because the gravitational waves of realistic sources 
are asymptotically homogeneous plane waves in small 
regions. 

2. THE HOMOGENEOUS PLANE WAVE 

In the coordinates above-mentioned which we denote 
also by x,y, z, t, the line element for the homogeneous 
plane wave takes the form2 

ds2 = A(u)dx2 + B(u)dy2 + 2C(u)dxdy + 2dudv, (2.1) 

with u and v defined as in (1.1b): 
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u = (1/v'2)(z - t), v == (1/v'2)(z + t), 2dudv = dz2-dt2• 

(2.1a) 

The formulas transforming (1.1) into (2.1) is given by 
Ref. 1. 

Numbering of the coordinates in the sequence x ,y , u, 
v, the only nonvanishing component of the Ricci tensor 
is compo (4.1). 

R33 == (1/4D2) (2DD" - D'2 - 2Da) 

using the abbreviation4 

D =AB- C2, 

a ==A'B' - C'2, 

(2.2) 

(2.3a) 

(2.3b) 

where the prime means differentiation with respect to 
u. Thus the vacuum field equations result in the vacuum 
condition 

2DD" - D'2 - 2Da = O. (2.4) 

In order that (2.1) is a normal-hyperboliC Riemannian 
space of signature (+ + +-) the quadratic form 

A(u)dx2 + B(u)dy2 + 2C(u)dxdy 

must be positive definite, being equivalent to 

A(u) > 0, B(u) > 0, D(u) >0. (2.5) 

The equations (2.1), (2.4), and (2.5) represent the 
general homogeneous plane vacuum wave propagating 
in z direction. 

In the next step we satisfy the condition (2.4), by 
which only two of the functions A(u), B(u), and C(u) are 
independent from one another. Therefore we look for an 
appropriate independent pair of variables for the gene­
ral vacuum solutions. As such a pair we choose C(u) 
and D(u), with which we get from (2.3) 

AB == D + C2, 

A'B' ==a + C'2, 

wherein a is determined with respect to (2.4) by 

(2.6a) 

(2.6b) 

a == D" - ~ (D'2/D). (2.4') 

The quotient of Eqs. (2. 6b) and (2. 6a) gives 

A'B' a + C'2 
AB 

2 ==: ,,(u). 
D+C 

(2.7) 
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Furthermore, the logarithmic differentiation of (2.6a) 
results in 

A' B' (D + C21) + - - . l1(U) A 13 - D + C2 - .. , • (2.8) 

Herein the function .9-(u) and 1/(u),in view of (2.4' ),are 
determined by the knowledge of C and D only. Solving 
the quadratic equation system (2.7), (2.8) for A'IA and 
B' IB, we find 

A'iA = t (1/ ± ../1/2 - 4.9-), 

B'IB = t (T/ 'f ~Tj2 - 4.9-). 

Integration of (2.9) gives the result 

A(u) = Ao expi JU (Tj ±../T/ - 4.9-)du, 
Uo 

(2.9a) 

(2.9b) 

(2. lOa) 

(2. lOb) 

Because of the condition (2.5), the constants of integra­
tion Ao = A(uo) and Bo = B(uo) must be positive and can 
be normalized to 1 by an appropriate gauge of the coor­
dinates x and y.5 Furthermore we can restrict our­
selves to the upper sign of the root in the integrands of 
(2.10), because the choice of the lower sign means a 
permutation of A and B, which results only in an inter­
change of the coordinates x and y 

Thus after specification of the functions C(u) and 
D(u) with D(u) > 0 [compare (2.5)] the metric (2.1) is 
determined uniquely according to (2.10).6 Certainly, 
the metric must be real. This restricts the free choice 
of the functions C(u) and D(u), because the radicands in 
(2.10) have to be positive. With respect to (2.4), (2. 7), 
and (2.8) this results in the subsidiary condition: 

(2.11) 

3. INTEGRATION OF THE EQUATION OF GEODESICS 

We use the equation of geodesics in form 7 

d ag~v dx° 
- (go"-uo) = ~ UIlU" --, U O 

--ds ax"- - ds . 

In case of the metric (2.1) this reads 8 : 

d 
- (Au l + Cu2) = 0 ~ Aul + Cu2 = Y = const 
ds ' 

d 
ds (Bu2 + CuI) = 0 ~ Bu2 + Cul = 0 = const, 

(3.1) 

(3.2a) 

(3.2b) 

du3 - = 0 ~ u3 = a = const, (3.2c) 
ds 

du
4 

= t[(u l )2A' + (u2)2B' + 2C' ul u2]. (3.2d) 
ds 

Solving (3. 2a, b) with respect to u l and u2 , we get 

ul=D-I(yB-OC), (3.3a) 

u2 = D-I (oA - yC), (3.3b) 

u3 = a. (3.3c) 

In the case of a '" 0, instead of integrating (3. 2d), we de­
termine u4 by the normalization condition 

u~u~ = E, 

where E = - 1,0,1 for the time-like, light-like, and 
space-like geodesics, respectively. Thus we find 
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u 4 = (2atl [E -A(ul )2 - B(u2)2 - 2Cu l u2]. (3. 3d) 

With the help of (3.3c) the further integration of (3.3) 
yields (a '" 0) 

y = a-l J U D-l (oA - y C) du + Yo ' 
"0 

u = as + uo , 

v = a-l J" u4 du + vo, 
"0 

with u4 given by (3. 3d). 

(3.4a) 

(3.4b) 

(3.4c) 

(3.4d) 

In the case of a = 0, the integration of (3. 3a, b, c) are 

x = Xo + u~· s, 

y = Yo + uE' s, 

u = uo , 

whereas double integration of (3. 2d) gives 

(3. 5a) 

(3.5b) 

(3.5c) 

v = Vo + u6' s + t s2 [AO(u~)2 + Bo(uE)2 + 2C~u~un 
(3.5d) 

With the use of (2.5), it is easy to show that the geo­
desics (3. 5) are spacelike or lightlike only. 

The entirety of the timelike geodesics, used in the 
following, are obtained by setting E = - 1 in (3. 3d). 

4. THE SOLUTION OF THE FLATNESS CONDITION 

We deduce the general form of the functions A(u), B(u), 
C(u) of the metric (2.1) representing flat space-time 
in the region U o ~ u ~ ul • 

The nonvanishing Christoffel symbols of (2.1) are 8 

rb = ql = (2Dt1 (BA' - CC'), 

r~3 = r!2 = (2Dtl (BC' - CB'), 

r~3 = ql = (2Dt1 (AC ' - CA'), 

q3 = r~2 = (2D)-1 (AB' - CC'), 

ril = - tA' , 
q2 =- iB', 
ri2 = ril =- t C', 

(4.1) 

and the nonvanishing independent components of the Rie­
mann tensor of (2.1) are8 

R1313 = - 4D3 [2DA" - D' A' + AA], 

R 2323 = - 4D3 [2DB" - D' B' + AB], 

R13l3 = - 4D3 [2DC" - D' C' + AC]. 

(4.2a) 

(4.2b) 

(4.2c) 

The necessary and sufficient condition for (2.1) to rep­
resent flat space-time in Uo ~ u ~ u1 is given accord­
ing to (4.2) by the following set of equations (flatness 
condition) . 

2DA" - D'A' + AA = 0, 

2DB" - D'B' + AB = 0, 

2DC" - D'C' + AC = O. 

(4.3a) 

(4.3b) 

(4.3c) 

As will be shown in the Appendix, the general solution of 
(4.3) is given by 
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A(u) = Ao + Al (u - uo) + ~ A 2(u - uO)2, 

B(u) = Bo + Bl (u - uo) + ~ B2 (u - uO)2, 

C(u) = Co + C1 (u - uo) + ~ C2(u - uo)2, 

(4.4a) 

(4.4b) 

(4.4c) 

where the real constants Ao,Bo, CO,A1,B1, CV A 2,B2, 
C2 are restricted by (2.5) and by the conditions 

A2 = (2Dot1(D1A1 - ~oAo), 

B2 = (2Dot1(D1B1 - ~oBo), 

C2 = (2Dot 1(Dl C1 - ~oCo), 

(4.5a) 

(4.5b) 

(4.5c) 

with the abbreviations Do : = A oBo - C~, D1 : = AoB1 + 
A1Bo - 2Co Cl , and ~o = A1B1 - Cr. For the indepen­
dent functions D and C, (comp. Sec. 2) we find from (4.4) 
(4.5) 

C(u) = Co + Cl (u - uo) + ~ (2Dot1 D1 C1 (u - uO)2, (4.6) 

D(u) = Do + D1 (u - uo) + (~o D~ + ~ ~o) (u - u O)2 

+ 4D
1 

D1 ~o(u - uo)3 + -1 1 ~~ (u - uO)4. (4.7) 
o 6Do 

It is easy to show by the general method of Eq. (2.10) 
that (4.6) and (4.7) lead back to (4.4), (4. 5) with the 
constants 

with 

A 0 > ° arbitrary, 

A _ Ao(D1 + 2COCl + /Co) 
1 - 2(Do + C~) , 

B o(D1 + 2COC1 - '(0) 

Bl = 2(Do + C~) , 

D01 - ~oAo 
A2 = , 

2Do 

D1B1 - ~oBo 
B2 = ---'----O;_----'~ 

2Do 

D1C1 - ~oCo 
C 2 = -='---='----':........:: 

2Do 

(4.8a) 

(4.8b) 

(4.8c) 

(4.8d) 

(4.8e) 

(4.8f) 

KO = (D~ + 4D1COC1 - 4DoC~ - 4Do~0 - 4~oCg)1/2. 

(4.8g) 

The reality condition (2.11) for (4.6) (4. 7) reads 

D~ + 4D1 COC1 - 4DoC~ - 4Do ~o - 4~oCg 2: 0. (4.9) 

Thus the 6 constants Do> O,Dv ~o, Co, CvAo > ° ful­
filling (4.9) can be chosen arbitrarily and the functions 
A(u), B(u), C(u) are uniquely determined according to 
(4.3) and (4.7). The result (4.7) is suitable to construct 
sandwich waves as will be done in Sec. 5. 

5. ACCELERATION OF TEST PARTICLES BY 
SANDWICH WAVES 

In this paragraph we calculate the acceleration effect 
of a plane gravitational wave on test particles. We 
choose a so called sandwich wave which is different 
from flat space-time only in a finite interval U o :s u:s u1 • 

Since we have a gravitational wave without source, only 
changes of the relative velocities of two test particles, 
i.e., relative momentum and kinetic energy, have physi­
cal significance. 
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We obtain a sandwich wave if we choose the twice 
continuously differentiable independent functions D(u), 
C(u) such that outside the range U o :s u :S ul they have 
the form (4.6), (4. 7) whereas in the range U o :S U:S "1 
they are arbitrary fulfilling only the conditions (2.5), 
(2.11) and the conditions of differentiability at the limits 
U o and u1 (arbitrary wave profiles). Without loss of 
generality we can assume that in one of the two flat 
space-time regions, e.g., for u 2: u1 we have9 

D(u) = 1, C(u) = 0, A(u) = 1, B(u) = 1. (5.1) 

In this paper, for reason of simpliCity, we restrict our­
selves to the case where the two particles are at rest 
relative to one another before the wave has arrived at 
them.10 

Without loss of generality, we can write the geodesics 
of the particles [putting 'Y = I) = 0, a = - 1/.f2 in (3.3) 
and (3.4)] as: 9 

2 • particle: 

x = 0, 

y = 0, 

u =- (1/~s + "0' 
v = (1/{2) s + vo; 

2. particle: 

x =xo, 

y =yo, 

u = - (1/12) T + "0' 

V = (1/v'2) T + Uo + vo' 

(5.2.1) 

(5.2.2) 

Equation (5.2) is valid for - 00 < " < + 00. In both 
cases the coordinate velocities of both particles are 

u1 = u2 = 0, u3 = - 1/{2, u4 = 1/.f2 (5.3) 

independent of s and T. For" 2: "1 this means that the 
two particles are at rest relative to one another. For 
U:S u1 and in particular for u :S "0' the comparison of 
the velocities of the two particles must be performed 
by a parallel transport using the Christoffel symbols 
(4.1). This gives the following for the coordinate velo­
city of the first particle at the position of the second 
one after the wave has swept over them (u = uo): 

1. particle: 
1 u1 = v'2 [r~l . xo + r§2 . Yo], 

1 
u~ = ,f2 [r~l 'xo + r~2 . Yo], (5.3.1) 

"~ =-1/{2, 

u~ = (1/.f2){1 + A ("i)2 + B("~)2 + 2Culu~), 

while the coordinate velocity of the second particle at 
the same position is given by (5.3) 

2. particle: 

u~ = u~ = 0, 

"~ = - 1/..f2, 

"~ = 1/..f2. 

We separate"1 into two components 

(5.3.2) 
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(5.4) 

determined by the condition u~ u2~ ::::: 0. Then t:.E ::::: -
mou~ u21l is the relativistic kinetic energy (including the 
rest-energy) of the first particle judged by the observer 
u~ (second particle). (mo::::: mass of the first particle). 
In the same way we separate the (light-like) ray vector 
kll of the wave, given by 

kl = k 2 = k 3 ::::: 0, k4 ::::: 1 

into two components: 

kll = (1/...[2) . u~ + Kil . 

(5. 5) 

(5.6) 

With respect to KIlU2~ = 0, Kil is the vector of the direc­
tion of propagation of the wave judged by the observer 
u~. According to this we separate 

ui = u~ + u~ 

with ulill Kjj and UfKjj ::::: 0. Then t:.P II = mo../u/tu
" 

is the 
momentum of the first particle in the direction of propa­
gation of the wave and t:.pJ. :::: mo.JuJ.uJ.jj is the momen­
tum of the first particle perpendicular to the direction 
of propagation of the wave, both judged by the observer 
u~. 

The calculation of these quantities according to (5.3) 
yields 

with 

t:.PII:::: moFo, 

t:.pJ.:::: mo../2Fo, 

(5.7) 

(5. S) 

(5.9) 

(5.10) 

where A 2 , B 2 , C2 are given by (4. S). According to this, 
the transfer of energy and momentum by the gravita­
tional wave is determined by the "constants of the gravi­
tational wave" alone (and not by integrals over the pro­
file of the gravitational wave). xo.Yo are the components 
of the transverse distance vector of the two particles 
before the wave has swept over them, whereas the longi­
tudinal distance (in the direction of propagation of the 
wave) is irrelevant.ll 

For special orientations of the particles and for 
special sandwich waves, the relative energy and momen­
tum transfer vanishes if F 0 = ° is fulfilled. Two cases 
should be discussed explicitly: 

First, if the distance vector of the particles has the 
direction of the propagation of the wave (xo ::::: Yo ::::: 0) 
the energy and momentum transfer vanishes for any 
sandwich wave. Second, if for the constants of the wave 
A2 ::::: B2 ::::: C2 :::: ° is valid, the energy momentum trans­
fer vanishes also for any orientation of the particles. 
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APPENDIX A 

That (4.4) with (4.5) is a solution of (4.3) and there­
fore a sufficient condition for (2.1) to represent flat 
space-time can be checked by direct calculation. 

To show that (4.4) with (4.5) is also a necessary con­
dition, we assume (2.1) to represent flat space-time. 
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Expressed in a Lorentz coordinate system the equation 
for two infiniteSimally neighboring geodesics read 

XII ::::: x~ + u~ s and xjj ::::: x~ + dxl) + (ub + dUb) T, (AI) 

where the subscript null refers to the initial values. 

The relative distance of these geodesics judged by the 
observer u~ is given by 

(dr(s»2::::: [(dx~dxolI) + (dx~uojl)2 
+ 2 (dx Oil DUb) s + (DutlDuoll) s2, (A2) 

wherein 

Du'O ::::: du'b + (rp~)ou8dxO· (A3) 

Equation (4.12) is exact in s but in dx~, dyib only correct 
up to the second order. Furthermore, (A2) with (A3) is 
independent of the choice of coordinates and is valid in 
any curvilinear coordinate system of flat space-time. 
In particular (A2) must be valid for the two neighboring 
time-like geodesics given by (3.3), (3. 4) setting 
y::::o=0,a::::1: 

x:::: 0, y = 0, U :::: U o + S, 
1 

v::::: Vo - 2 S, 

U::::: U o + T, v = VO-~T. 

In both cases we have 

UIl(S) :::: UIl (T) :::: u'O ::::: (0,0,1,- i), 

i.e., dug::::: 0, 

and 

dX5 = dx o, dx5 = dyo' dX5:::: 0, dx~::::: 0; 

with (4.1), (A5), (A6), (A7) Eq. (A3) reads 

DUb::::: (2Dot1(BoAo - CoCo)dxo 

(Ma) 

(A4b) 

(A5) 

(A6) 

(A7) 

+ (2Dotl(BoCo - CoBo)dyo, 

DU5::::: (2D o)-1(A oCo - CoAo)dx o 

+ (2Dotl(AoBo - CoCo)dyo, 

Du~::::: Du~:::: 0, 

and (A2) results in 

(AS) 

(dr(s»2:::: (dx'Odxo,) + 2(dxoIlDu'O) s + (Du'ODuOIl)s2, (A9) 

with Dullo given by (AS). 

On the other hand, (dr(s»2 can be calculated directly. 
Because dxll ::::: dx'O is joining the two geodesics and is 
orthogonal to u'Q at any point s, we find 

(dr(s»2::::gjjvdxlldxV= A(u)dx5 + B(u)dy~ + 2C(u)dxodyo' 

(A10) 

Comparing (A9) with (A10) we find that A (u), B(u), C(u) 
are quadratic functions in s = u - uo' Thus we have 
arrived at (4. 4). 

To derive (4.5), we put (4.4) into (4.3). Comparing 
coefficients in (u - uo), we get the set of equations 

-XdA I B 2 + A2Bl - 2C1 C2] + X2 [A 1B1 - C~] 

+ 2Xo [A2B 2 - C~] = 0, (All a) 

X 2[AoBl + AlBO - 2COC l ] - Xl[AoB2 + A2B O + AlBl 

- C~ - 2COC2] == 0, (Allb) 
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2X2[AoBo- C5] - X1[AoB 1 + AIB O - 2CoCd 
+ XO[AIBI - Cf] = 0, (All c) 

where X stands for A, B, or C. 

Under the supposition (4.4) these 9 equations (All) 
are equivalent to (4.3). By using the abbreviations 

Do = AoBo - C5, 

6 0 = AIBI - Ci, 
00 =A 2B 2 - C~, 

Dl = AoBl + AlBo - 2COCl> 

Qo = AlB2 + A2Bl - 2C1C 2, 

Ro = AoB2 + A2B O - 2COC2, 

(All) reads 

X2 6 0 - XlQO + 2XoDo = 0, 

X 2D 1 -X1 (R o + 6 0) +XoQo = 0, 

2X2D O - XlDl + X06 0 = 0. 

Since D > 0, (A15) yields (4.5), Le., 

X2 = (2Dotl (KlDl - Xo Ao), 

whereas (A13), (A14) is then satisfied identically. 

APPENDIX B 

(A12) 

(A13) 

(Al4) 

(A15) 

(A16) 

In this Appendix we show that there exist coordinates 
Ci ,j, u, v) preserving the general form (2.1) for the met­
ric of the plane gravitational wave, i.e., 

ds2 = A (u)dx 2 + B(u)dy2 + 2C(u)dxdy + 2dudv, 

= A (ii) dX2 + B(ii) dy2 + 2C(ii) dxdy + 2dUdv, 

with the property that for any prescribed point Po = 
(xo,yo, Uo, vo) lying in the flat space-time region U? ul 
(Le., U o ? u1 ) and for any prescribed normalized time­
like vector situated at Po we have 

Po = (0,0, uo• vo), 

uo == (0,0,- 1/...[2,1//2), 

X(u) == B(u) = 1, C(u) = ° for it ? uo. 

The metric (2.1) has the Killing vectors 

~~ = 611, ~Il = 6~, XII = 6~, 
1 2 

f. " B J" C 7111 = o~ - du - 6~ - du - o~ X, 
I "0 D "0 D 

J" C J" A 7111 :::; - o~ - du + 6~ - du - 0 ~ y , 
2 "0 D ~ D 

as can be checked by using the Killing equations 

Then 

cpll = ail ~Il + a i2 ;11 + lei Xl' + J.Li11]1l + J.Li2111l, 
, 1 2 1 2 

(B2) 

(B3) 

(B4) 

(B5) 

(B6) 

i = 1, 2, cp~ = "0 XII (B7) 
3 

with constants aii' J.L ij '''i' "0 are also Killing vectors. 
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cpll is lightlike and orthogonal to cpll and cpll • 
3 1 2 

The vectors ;Il, ;11, x", 71",1]" have vanishing Lie devia-
I 2 1 2 

tions among one another with exception of 

[;,71J==: ;PTJII TJP;" =- Xli. (B8) 
iii i ,p i i ,p 

Therefore, cp I' ; i = 1,2, 3 have also vanishing Lie devia­
i 

tions if we require 

(B9) 

Besides (B9), we choose the constants aij , /-lij , "i such 
that we have at Po: 

ub ~II = 0, i = 1, 2, u~cpl' = - 1//2 
, 3 

(B10) 

and such that 

O"ij(X ,y, u) = cpi' ~Il 
, J 

satisfy at Po: 

0"11 = 0"22 = 1, 0"12:::; 0, O"il = O":b :::; 0"12 = 0. (B11) 

(' means partial derivative with respect to u). 

Equations (BI0) and (Bll) are satisfied if we require: 

"i = - (u5tl[A ouija i l + B ou5a i2 + Coufi ai2 + Cou5 ail]' 

i = 1,2. (B12) 

(Note: u5 ;<! ° since u~ is time-like.) "0 =- (...[2 u5>-1 
(BI3) 

A Oa;1 aj1 + BOai2aj2 + COat 1 aj2 + COaj1 a j 2 == Oii' 

i,j = 1,2 (BI4) 

+ ai1 J.Ljl + aj1 /-1il + a i2J.Lj2 + aj2ILi2 = 0, i,j = 1,2. 

Equations (B9), (BI4), (BIO) can be solved, e.g., with (B15) 

all = (Aot1/2, a12 = 0, a 21 = - Co(AoDotl/2, 

a22 = At/2DOl/2, 

A A -l/2 II - -!- C A A-3/2 1. C A-l/2 
ILll = - 1 0 , t'"' 12 - ~ 0'''1 0 - 2 1 0 

1.C A A-1/2 
- 4 0'"1 0 , 

.. - 1.A C2A-3/2D-l/2 1. B Al/2D-1I2 
"-22 - - 2 1 0 0 0 - 2 1 0 0 

+ 1. C C (A D )-1/2 + ~ C2 A (A )-3/2 D-1/ 2 
20100 4010 0 

- ~ C5A1 (AoDot l / 2 • 

The Killing vectors cp~, i = 1,2,3, are linearly indepen-
i 

dent (as vector fields) because they are linearly indepen-
dent as Po' Because they have vanishing Lie deviations 
among one another, we can choose a system of coordi­
nates (x,Y,u,v) such that13 

cpll = Oil, cpll = /j~, cpll = Olft. 
1 1 2 3 

(B16) 

From Killing's equation (B6) there follows 

gl'v = gil v (u). (B17) 
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From the orthogonality of CPI' and cpl' to CPI' and from the 
1 2 3 

time-like character of CPI' there follows: 
3 

g14=g24=g44=0. (BlS) 

Now, we introduce coordinates XJl = (x,y,u, ii) by 

xl' = xl' + jl'(u). 

With (B17), (B1S) this leads to (. means differentiation 
with respect to u) 

p.,1/ = 1,2,4, (B19) 

j3(U) = (g34t1 (g34 - g34)' (B20) 

gllj1(u) +g2d2(u) =g31-g31(1 +j3(u», (B2la) 

g12j1(U) + g22j2(U) =g32 -g32(1 + j3(u», (B21b) 

3 3 
4j4(u) =g33 -g33 - 2 ~ g3d i(u)- ~ g'jji(U)jj(u). 

i ~l t,j =1 (B22) 
From (B1S) we get 

g34 "" 0, gllg22 - (g12)2 "" O. 

Therefore (B20) , (B22) can be solved such flat 

i = 1,2,3, (B23) 

and Po has the coordinates (0,0, ito' vo)' 

From (B19), (B23) there follows (B1). Equation (B16) 
is also valid in the coordinates (x,y, ii, ii). Thus from 
(Bll) we obtain 

Ao = Bo = 1, Co = C1 =.A1 = Bl == 0 (B24) 

at Po' Since Po lies in a region of flat space-time, 
(4.4), (4. 5) is valid. From this we conclude (B4). From 
(B13) there follows (B3). 
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'The form (I.1a) of the plane wave could give rise to the erroneous con­
clusion that the exact homogeneous plane wave is not as exactly plane 
as e.g. a plane electromagnetic wave (comp. Ref. 3, p. 526) since H 
(x. y. u) depends explicitly on the transversal coordinates x andy. [If 
H (x. y. u) is independent of x and y. (l.1a) is flat space-time.) How­
ever the existence of the form (2.1) for the exact plane wave disproves 
this proposition. On the other hand the metric (1.1 a) has the advantage 
that because of (1.1 c) it fulfiJIs a linear superposition principle, whereas, 
in view of (2.4), (2.1) does not. 

'H. Bondi, F. Pi rani and 1. Robinson, Proc. R. Soc. Lond. A 2S 1, 519 
(1959). 

'Note that D = - g, where g is the determinant of g/J.v, 
'In (2.1) we can assume without loss of generality that for some u = uo 
we have A (uo) = B(uo) = I which implies D(uo) = I - C(U O)2 
[comp. (2.3a») 

"The functions C(u) and D(u) must be twice continuously differentiable 
in view of (2.4). 

7The 4-velocity Uo should not be confused with the (index-free) co­
ordinate u. 

'We use the following ordering of the coordinates: 
(x I. x' . x'. x·) = (x. y. u. v). 

9See Appendix B. 
lOA general discussion of the influence of sandwich waves on test particles 

with arbitrary initial conditions as well as a comparison with linearized 
theory will be the subject of a forthcoming paper. 

"Equations (5.7), (5.8), (5.9) agrees with the result (2-5.58) of Ehlers­
Kundt (Ref. 12) with Ig'I' = 4Fo. The calculation of (2-5.58) was per­
formed in the coordinates of (1.la). Therefore, (2-5.58) is no explicit 
formula sinceg' can only be calculated by solving the differential 
equation (2-5.5.7), a problem which cannot be reduced to an integra­
tion, generally. On the other hand, our method has lead to the 
explicit result (5.10). Furthermore, we remark that the result 
(2-5.58) is by no means general. As in our calculation, it was supposed 
that initially both particles have no relative velocity. 

I2Z. Ehlers and W. Kundt, "Exact Solution of the Gravitational Field 
Equations", Gravitation: An Introduction to Current Research. edited 
by Louis Witten (Wiley, New York, 1962), Chap. II. 

"See, e. g., L. P. Eisenhart, Ref. 14, p. 48. Compare Ref. I, p. 100 for a 
similar treatment. 

14L. P. Eisenhart, Continuous Groups of Transformations (Princeton U.P., 
Princeton, N.J., 1933). 
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It is shown that six operators forming the Lie algebra D 2 can be introduced in order to treat the 
hypergeometric functions by Lie theory techniques. The relation of these operators to the three 
operators of the Lie algebra s I (2). which were used previously in treating the hypergeometric 
functions by Lie theory techniques, is discussed. 

I. INTRODUCTION 

In the study of special functions the techniques of the 
theory of analytic functions are usually applied. It is 
possible however to derive relations involving these 
functions, for example generating functions, additions 
theorems, etc by replacing partially the analytic methods 
by group theoretical methods.l-6 The new techniques are 
based on the representations of Lie algebras by genera­
lized Lie derivatives and the multiplier representations 
of local Lie groups. 

Because of its importance in mathematical physiCS 
the hypergeometric functions F(a, b; c; w) have attracted 
a great deal of interest, and several generating functions 
have been derived by Lie theory methods by Weisner,l 
and by Miller, 5 using a Lie algebra with three operators. 

In the present work we consider six operators which 
obey the commutation relations of the generators of an 
SO(3, 1) group. They give after complexification the 
algebra D2 in Cartan's notation. Six new operators are 
derived from these, which transform the functions 
F(a, b; c; w)tm among themselves, and therefore can be 
used in treating the hypergeometdc functions by Lie 
theory techniques. In Sec. III the six generators of the 
SO(3, 1) of Sec. II are transformed to six new operators, 
three of which forming an sl(2) algebra, are identical 
with those considered by MillerS in connection with the 
hypergeometric functions. The other three operators 
however do not transform the functions F(a, b; c; w)tm , 
which are basis of the sl(2) algebra, among themselves, 
and therefore they are not useful in the Lie theory treat­
ment of the hypergeometric functions. Finally in Sec. IV 
we show that the six operators of Sec. II can be used to 
treat the incomplete beta functions by Lie theory tech­
niques. 

II. LI E ALGEBRA 

In this section a six-dimensional Lie algebra will be 
given, which transforms the hypergeometric functions 
among themselves. Consider the operators 

L ' M . a 
12 = 3 = z-aq; 

, . (COSlP cosJ a . a . COSlP) 
L 23 = Ml = - Z sin", alP + smlP aJ -za sinJ ' 

, . {sinlP cosJ a a. sinlP\ 
L31 = M2 = -z \ sinJ alP -coslP 0'" -za sini}' 

(
SinlP a a 

L~l = Nl = -i sin'" alP - cos If' cos"'a;;:-

sinlP cos'" ~ 
- ia .", - k coslP sin'" Sln 
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~ 
cOSlP a a 

--.- - - sinlP cos",­sm} alP a", 
coslP cos", ~ 

+ iCT sin'" - k sinlP Sin"", 

L~3 = N3 = -i~inJ ;" - k cos~, (2.1) 

which sati~fy the commutation relations 

[L'j1u.L~~J= (g"AL~ + g upL;A - gj1PL~A - g VA L;p), 

gll = g22 = g33 = - g •• = 1, (2.2) 

I.e., they are generators of an 80(3,1) group. The 
Casimir operators are 

M2 - N2 = a2 + (k + 1)2 -1, MeN = -ia(k + 1). (2.3) 

In Eqs (2.1) a and k are free parameters. Therefore 
the operators (2.1) generate all 80(3, 1) representations. 

Let (cos,,) k R' be the functions on which the operators 
E"u act. We "extract" the factor (cos",)k from the Hilbert 
space and define new operators L;~ such that 

(2.4) 

The operators L;v and L;: satisfy the same commutation 
relations. We introduce new variables x and y by the 
relations 

sin", = i tam, If' = iy, (2.5) 

and then we consider the transformation 

w = [coS(X/2)]2, t = {I - [ cos(x /2)]-2}l/2 eY (2.6) 

Also we extract as before from the Hilbert space the 
factor [w(w -1)]°12 and define new operators Lliu such 
that 

In the variables wand t we get 

a 
L12 = tar' 

L14 =~ [t~a:' -t ;t +a)++~w -1) :w +t :t + CT], 

L -1. Lt f.w~-t~+~ 
24 - 2 [ "aw at 'l 

++ ~w -1) :w + t :t + a)] , 

L34 = i ~w (w - 1) aaw + t aat + 2(a - k)w + k -1' 
Copyright © 1974 by the American Institute of Physics 172 
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[w(t2-1) +1](2w-l) a t2-1 a 
2t aw +-2-T[ 

W{t2 - 1) + 1 (t2 - 1)(2w -1) 
- k t + a 2t 

. ([w(t2 +1)-1](2w-l) a t2 +1 a 
L 13 = 1 \~ 2t aw + -2- at 

_ kw(t2 + 1)-1 + (t2 + 1)(2w - 1)\ 
t a 2t /. (2.8) 

We define the operators J 3 ,J± by 

L12 = J 3 , L'4 = - (i/2)(J+ + J-), L24 = teJ+ - J-). 

From (2.8) and (2.9) we get 

a 
J 3 = IT[, 

J+ - _tlw~ - t~ + a\ 
- X aw at 'l' 

1 it a a ~ 
J- = - t ~w - 1) aw + tar + a/ ' 

which satisfy the commutation relations 

(2.9) 

(2.10) 

(2.11) 

Consider the 50(2, 1) subalgebra with basis L 12' L 24 , 

and L 41 • The Casimir operator C is 

(2.12) 

We find 

a2 a2 

C = w(w -1) OW2 + lawat 

a 
+ (a + 1)(2w -1) oW + a(a + 1). (2.13) 

Since Ll2' L 24 , and L41 generate an 50(2, 1) group we must 
have 

[C - u(u + l)]R(w, t) = 0, (2.14) 

where R(w, t) are the basis of the representations. If we 
write 

R(w, t) = 4>m(w)tm , (2.15) 

Eq. (2.14) gives 

(w(l - w) d
2 

+ [a - m + 1 - 2(a + l)w]dwd 

~ dw 2 

- (a - u)(a + u + 1~ 4> mew) = O. (2.16) 

This is the hypergeometric equation. If a - m + 1 '" 0, 
-1, - 2, ... , its solution which is regular at w = 0 is 

4>m (w) = F(a - u, a + u + 1; a - m + 1; w). (2.17) 

Its second solution which is not regular at w = 0 is 

4>m(w)=[w m- o/(m-a)]F(m -u,m +u + l;m -a + l;w), 

(2.18) 

where the denominator m - a has been inserted for 
convenience. Since [C,J3 ] = [C,J±] = 0 the operators 
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lu, m) = F(a -u, a + u + 1; a - m + 1; w)t m, (2.19) 

we find from the explicit expressions of the operators 
J 3 , J+, and J-

J 3 lu, m) = in lu, m), 

J+ lu,m) = (m - a) lu, m + 1), 

J- I ) __ (u + m)(u - m + 1) 
u, m - a _ m + 1 lu, m - 1). (2.20) 

We also find that the operators L 34 , L 13' and L 23 trans­
form the functions lu, m) among themselves. To simpli­
fy the notation let us define the operators H± by 

(2.21) 

Then we get 

H+I ) (a - m)a(k + 1) I ) 
u, m = u(u + 1) u, m + 1 

_ (a - m)(u + a + l)(k - u) lu + 1, m + 1) 
(u + 1)(2u + 1) 

+ (a - m)(u - a)(u + k + 1) lu -1, m + 1), 
u(2u + 1) 

_ (u + m)(u - m + l)a(k + 1) I 
H lu, m} = u, m -1) 

u(u + l)(a - m + 1) 

+(u + a + l)(u - m + l)(k - u)(u - m + 2)lu+1,m-1) 
(u + 1)(2u + l)(a - m + 1) 

(u + m)(u - a)(u + k + l)(u + m - 1) 
u(2u + l)(a - m + 1) 

x lu - 1, m -1), 

I ) . ~ma(k + 1) I ) L34 u,m = t u,m 
u(u + 1) 

+ (u + a + l)(u - m + l)(k - u) I u + 1 m) 
(u + 1)(2u + 1) , 

+ (u - a)(u + k + l)(u + m) lu -1, m~ 
u(2u + 1) 't 

(2.22) 

Equations (2.20) and (2.22) tell us that the functions 
lu, m) form a basis of the representation of the operators 
L ~, which give after complexification the algebra D2 • 
Therefore a six-dimensional Lie algebra was introduced, 
which can be used to treat the hypergeometric functions 
by Lie theory techniques. 

III. EXTENSION OF MI LLER'S ALGEaRA 

The Lie theory treatment of the hypergeometric func­
tions has been extensively discussed by Miller. 5 His 
approach is based on the Lie algebra sl(2) with basis 
J+ ,J-, and J 3 satisfying the commutation relations 
(2.11). His operators can also be derived from the 
50(3,1) generators of Eqs (2.1). To do that we intro­
duce the operators L,,/I as in (2.4), we make the transfor­
mation (2.5), we make the transformation 

w = [cos(x/2)]-2, I = {I - [cos(x/2)]-2}1/2 e' (3.1) 

and we extract from the Hilbert space the factor 
w-"(l - w)ol2 defining new operators N,,/I such that 
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L:~w-U(1-w)o/2R"= w-"(l-w)oI2N"u R ". (3.2) 

The operators N1JU become in the variables w and t 

o 
~2 = tifE' 

it 00 1 00 
N14 = -2' (w oW + tar - u) + T[w(l - w) aw - tar 

+ (u -a)w -u]) , 

N24 = ~ ~(W a: + t a~ -u) - t [w(l - w) a: -t a~ 
+ (u - a)w -u~, 

N 34 = i ~(W - 1) 0: + t ;t + 2(u - k) ~ - 2u + k + 0, 
(t2 - 1 + w)(2 - w) 0 t2 - 1 a 

N 23 = 2t aw - -2- ar 
(t2 -1 + w)(2 - w) t2 -1 + w 2 - w 

-u 2tw + k tw + u--u-, 

N _. C (t2 + 1 - w)(2 - w) ~ + t2 + 11... 
13 - t '\ 2t aw 2 0 t 

(t2 + 1-w)(2 -w) t2 + 1-w 2 -w\ 
+u 2tw -k tw +u-U-;. 

(3.3) 

Writing N12 = J~,N14 = - (i/2)(J'+ + J'-),N24 = ~(J'+­
J'-) we get 

, t 0 
J 3 = at' 

J'+ = t ~ 0: + t o~ - u) , 
J'- -!. (w(l-w) ~- t 1... + (u -a)w -u\ (3.4) 

- t '\ ow at 'j' 

which are the three operators used by Miller. Their con­
nection with the hypergeometric functions is easily seen 
if we consider the equation 

[N:2 -N~4 -N~4 - u(u + l)]f(w, t) = ~2(1 - w) ;~2 

- w2t o!;t + w[-2u + w(2u - a - 1)] 0: 
+ wt(u - a) oat - wu(u - ay few, t) = 0 

and the expansion 

few, t) = 6 hm(w)tm. 
m 

We find that hm(w) must be a solution of the hyper­
geometric equation 

~(1 - w) d:22 + [-2u - w(m - 2u + a + 1)] d~ 

(3.5) 

(3.6) 

- (a -u)(m - uY hm(w) = O. (3.7) 

Therefore if 2u is not an integer the function"hm(w) is a 
linear combination of the solutions F(u - u, m - Uj - 2uj 
w) and [W 2U+1/(2u + l)]F (a + u + 1, m + u + 1; 2u + 2j w). 
We see that a treatment of the hypergeometric functions 
by methods of Lie theory can be based on the operatorsS 
N 12 ,N14 , and N 24 . 
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In the present case the operators N 34' N 23 , and N 13 can­
not be used to treat the hypergeometric functions by Lie 
theory techniques, To show that consider the functions 

/U, m} = w-uF(a - u, m - Uj -2u; w)tm. (3.8) 

From the series expansion of the hypergeometric func­
tions we find 

d ab 
(1 - w) dw F(a, b; c; w) = cF(a, b; c; w) 

- ab(c - a)(c - b) wF(a + 1 b + l' c + 2' w) (3.9) 
c 2(c + 1) '" , 

~ 2~ ) (c - 2a)(c - 2b) 1-- F(a b'c'w = F(a b'c'w) 
w '" c(c - 2) , , , 

_ 2ab(c - a)(c - b) wF(a + 1 b + l' c + 2' w) 
C 2(C 2 - 1) '" 

2 - - F(a - 1, b - 1; c - 2; w). 
w 

Then we get from (3.3), (3.9), and (3.10) 

/u } - .\ma(k -u + 1)-u2 (u + 1) Iu } N34 ,m -t ,m 
u(u + 1) 

(a2 - u2)(m2 - u2)(k + 1) 

2u 2(4u 2 - 1) 

+2(2u -k)lu + 1,m~ . 

lu -l,m} 

(3.10) 

(3.11) 

Therefore the operator N transforms among them­
selves the functions lu, m} ofEq. (3.8) and not the func­
tions F(a - u, m - u; -2u; w)tm. Using Eq. (3.11) and the 
commutation relations of the operators N"u' we find 
again that the operators N 23 and N 13 do not transform the 
functions F(a - u, m - u; -2u; w)tm among themselves. 
Therefore, contrary to the case of the operators L"u, the 
extended Miller's algebra formed by the operators N"u, 
p" v = 1, ... , 4, cannot be used to treat the hypergeo­
metric functions by Lie theory techniques. If, however, 
we restrict ourselves to the subsetNI2,NI4,andN24' 
several nice relations involving the hypergeometric 
functions can be derived. s 

IV. INCOMPLETE BETA FUNCTIONS 

So far we have considered only the solutions of the 
hypergeometric equations (2.16) and (3.7) which are 
regular at w = O. In this section we shall consider their 
solutions which are not regular at w = 0, I.e., the func­
tions 

!",m(w, t) = [wm-o/(w - a)]F(m -u,m + u + 1; 

m - a + 1; w)tm (4.1) 

in connectio~ with the operators L"u of Eqs (2.8), and the 
functions 

!' (w, t) = W 2U +1/(2u + l)]F(a + u + 1, m + u + Ij ",m 
2u + 2; w)t m (4.2) 

in connection with the operators N"u of Eqs. (3.3). 
The incomplete beta function Bw(P' q) is given by7 

w 
Bw(P' q) = I d~ ~P-i(l - ~) q-i = (w P /p) F(p, 1 - q; 

o 
P + l;w). (4.3) 
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Therefore, if a = u, we get 

Iu. m(w, t) = Bw(m - u, -m - u)tm, 

I~.m(w, t) = B w (2u + 1, -m - u)tm. 

(4.4) 

(4.5) 

It is obvious that the operators L 12 , L 14 , L24 transform 
the functions I .. , m(w, t) among themselves. More specifi­
cally we have 

J 3 I ... m = mI .. ,m' 

J+I - _ (m - u)(m + u + 1) I 
u,m- m-(J u,m+l' 

J-I .. ,m = (m - a -l)I .. ,m_I' (4.6) 

Also we find 

L I = i (ma(k + 1) I 
34 ",m \ u(u + 1) ",m 

+ (u + m + l)(u - a + l}(k - u) I 
(u + 1)(2u + 1) U+I,m 

(u - m)(u + k + l)(u + a) I \ (4.7) 
+ u(2u + 1) .. -I,"') . 

From Eqs. (4.6), (4.7), and the commutation relations of 
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the operators L /.IV we easily find that the operators 
L 13 and L 23 also transform the functions I .. ,m among 
themselves. Therefore we see that the whole set of 
generators L/.Iv transforms the functions I ... m(w, t), which 
for a = u are the product of an incomplete beta function 
times tm, among themselves. Using this algebra one can 
treat the incomplete beta functions by Lie theory tech­
niques. For w = 1 the incomplete beta functions become 
complete. The amplitudes in the Veneziano model8 are 
expressed in terms of complete beta functions. 

Again it is obvious that the operators J 3, J'+, and J'­
transform the functions I~.m(w, t) among themselves. 
However the other three operators N 13' N 23' and N 34 do 
not have this property . 
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The formalism of covariant conditional expectations is described as leading to an operational 
definition of generalized observables in quantum mechanics, wide enough to account for the 
fuzziness inherent in actual measurement processes, relative to a multidimensional physical 
continuum. As an application, a position operator for the photon is defined and its intrinsic fuzziness is 
discussed. 

1. INTRODUCTION 

The aim of this paper is to present a theoretical ana­
lysis of measurements where residual imprecisions are 
allowed. The fact that actual measurements are always 
imprecise is well-known and led Poincare1 to distin­
guish carefully the "mathematical continuum" from the 
"physical continuum." In the mathematical continuum 
the notion of identity satisfies the usual transitivity con­
dition, Le., for three points A, B, and C of the mathemati­
cal continuum: 

A = B,B = C implies A = C. (1. 1) 

By contrast, this property cannot be assumed for the 
notion of "indistinguishability" in the physical continuum 
attached to the raw data of experiments. Indeed, for any 
two elements E1 and En of the physical continuum, there 
exists a sequence {E1,E2, ... ,En-1,EJ of consecutive 
elements such that, for i = 1, 2, ... , n - 1, E; is experi­
mentally indistinguishable from E;+l' although E1 and En 
are distinguishable from one another; we have 

E1 == E 2, E2 == E 3 ,.··, E"-l == En' and E1 ;E En' (1.2) 

To pass from the physical continuum to the mathemati­
cal continuum requires an idealization, namely that in­
finitely precise measurements are in principle, if not in 
fact, attainable. In an effort to avoid this perhaps 
dubious idealization, Zeeman2 suggested a consideration 
of what has come to be called "tolerance spaces" or3 

"fuzzy geometry." 

Aside from the fact that actual measurements are 
always imprecise there are at least two, perhaps even 
more compelling, reasons why a theory of fuzzy obser­
vations should be developed. First, in the usual formal­
ism of quantum mechanics-linked as it is to the notion 
of a mathematical continuum, rather than a physical 
continuum-one cannot even formulate an unbiased test 
of whether there exists an elementary length in nature. 
Second, the usual formalism leads to some serious 
difficulties when one wishes to give a theoretical account 
of position correlation experiments with photons. The 
modifications, that the existence of an elementary length 
would imply, in the algebraic formulation of quantum 
mechanics have recently been explored by Jordan. 4 

The possible existence of observables which do not admit 
dispersion-free states led him to give up the power­
associative law: 

(1. 3) 

in general, for an arbitrary observable A of the system. 
The problem of the position operator for the photon has 
been the subject of several papers in the last ten years. 
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Wightman5 showed that a position operator in the usual 
sense cannot be defined for the photon, a relativistic 
elementary particle of mass zero and spin one. Jauch 
and Pir.on,6 and Amrein7 suggested a genuine mathema­
tical generalization of the concept of localizability; they 
constructed as an archetype of their theory a localiza­
tion operator for the photon. We shall see that the posi­
tion observable for the photon appears as an intrinsi­
cally "fuzzy observable," and that this term can be 
given a physically motivated and mathematically preCise 
meaning, using the formalism suggested by Davies and 
Lewis. 8 

Our paper is organized in the following manner: In 
Sec. 2 we explore in Some detail the essential features 
of a simple example, and indicate how fuzzy observables 
can be acommodated within a natural extension of the 
formalism of quantum mechanics. In Sec. 3 we recall 
the definitions and a theorem pertinent to "operationally 
defined observables"; these encompass fu7.zy obser­
vables as a genuine generalization of the usual concept 
of (fuzzy-free) observables. In Sec. 4 we study the res­
trictions imposed upon the observables by the reqUire­
ment of covariance under certain symmetry groups. 
The reader's attention is called to our operator T,,, de­
fined in this section. Finally, in Sec. 5, we apply these 
results to two particular situations, the second one 
leading to an operationally acceptable definition of a 
covariant "fuzzy position operator" for the photon. 

2. PRELIMINARY EXAMPLES OF FUZZY 
MEASUREMENTS 

To motivate our diSCUSSion, consider a massive, spin­
less particle, constrained to move on an infinite line R, 
and assume that we are interested in making a measure­
mEmt of its position. 

Let L2(R) be the space of square-integrable, complex 
valued functions on R, and Q the usual position operator 
defined by 

(Ql/J)(x) '= X1/J(x), (2.1) 

for all x in R and alll/J in ~(Q), the dense domain in 
L2(R) of the self-adjoint operator Q. We have then, by 
the spectral theorem: 9 

Q = fR x P(dx), (2.2) 

where, for every Borel set E in JR, the projector P(E) is 
defined by 

(P(E) l/J)(x) = XE (x) l/J(x), (2.3) 

for all l/J in L2 (R), XE being the characteristic function 
ofE,Le., 
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if x E E, 

= 0, otherwise. (2.4) 

According to the usual rules of quantum mechanics, the 
expectation value (>It; Q) of Q, when our system is in the 
state >It associated to a normalized vector 1/1 in Il(Q) is 
given by 

(>It;Q) = (QI/I,I/I)' (2.5) 

which we can rewrite as 

(2.6) 

where P1{i(E), defined by 

(2.7) 

is naturally interpreted as the probability that the par­
ticle be found in E when the system is in the state >It • 

Clearly, the above interpretation requires that E be 
sharply defined. Suppose now that our measuring 
apparatus has a finite resolution t., i.e., it cannot dis­
tinguish between two points which are separated by a 
distance less than t.. This inaccuracy will be reflected 
in the location of the midpoint of the set E, for example, 
and consequently, we shall not obtain the quantities 
P>/J(E) by our experimental procedure any longer. Rather, 
we shall obtain average quantities pt (E), over some 
appropriate distribution. 

Let Xo be the coordinate of the midpoint of the inter­
val E. Then, experimentally Xo is uncertain by the 
amount t., so that an experimental determination of the 
set E would in general lead to a set E x'-x with midpoint 
x' located somewhere in the interval [xo ~ t./2, 
Xo + t./2]. (Here, by Ex we mean the translate of the 
set E by the distance x.) Better still, may we assume 
that the observed midpoint x' of Ex'-x is distributed 
on the real line R according to the pr~bability density 
x ~ f/" (x), centered at Xo and having a standard devia­
tion A. We shall assume f/o. to be symmetric around 
x o. Let x H f D. (x) be the c3rresponding distribution 
around the origin, i.e., 

Ix~ (x) :::: fD. (x - x o). 

Then,x H f D. (x) satisfies 

(I) f D. (x) ~ 0, for all x in R; 

(II) fD.(x)=fD.(-x), forallxinR; 

(III) iR f D. (x) dx = 1; 

(IV) L x2f D. (x) dx :::: t.2 . 

Besides, we should also assume that f Do be strongly 
peaked around the origin, if our determination of the 
midpoint x' of E x'- x is at all to be meaningful. Actually 
we shall require thcZt 

(V) iR x2n fD.(x)dx :::s O(t.2n ), for all integers n ~ 0, 

a condition which is clearly satisfied, for instance, for 
the Gaussian distribution 

fD.(x):::: (t.,hllf1 exp[- ~(x/t.)2], 

and for the flat distribution 

fD.(x):::: (l/t.') X [-1/2D.',1/2D.')' 
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with t. = t.'/2{3. 

Assuming such a distribution f D. , we may write 

P~(E) = iR fi'o (x')p ",(Ex'-xo) dx' 

= iRfD.(x')(P(Ex,)I/I,I/I)dx'. 

Using Eq. (2.4) it is then easy to see that 

Pf'(E) = fR XE*fD.(x) I 1/1 (x) 1
2dx 

== (aD. (E) 1/1,1/1), 

where the * denotes convolution, defined by 

g*f(x) == iR g(y)f(x -y)dy, 
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(2.8) 

and aD.(E) is the bounded, positive, linear operator on X, 
defined as: 

(aD. (E) I/I)(x) = X E * f D. (x) 1/1 (x) , 

for all 1/1 in X[=L2(R)]. 

(2.9) 

Equation (2.8) makes it clear that if our position 
measurements are not infinitely preCise, we obtain, not 
the projection operators P(E), but rather the more 
general positive operators aD. (E). It is easily checked 
that the aD.(E)'s satisfy all the properties of being a 
positive operator valued (PQV) measure,10 viz., 

(I) aD.(4)) == 0, 
aD. (R)= I; 

4> being the null set, 

00 

(II) aD.CU E;)=:6 aD. (E;), for disjoint setsE; 
>=1 i~1 

(strong convergenc e being meant). 

Thus, as in Eq. (2. 2), we may now construct the opera­
tionally determined position observable QD.: 

(2.10) 

This operator acts on a vector 1/1 in X in the following 
manner: 

where, as expected, xD. is the average 

xD. = ill. x' 1xD. (x') dx' 

(2.11) 

of x with respect to the probability density distribution 
fxD.. Since we took 1xD. to be symmetric about x,xD. is x 
itself, so that in fact, 

(QD.I/I)(x) = xl/l(x). (2.12) 

Since the probability distribution p(E) has been re­
placed by pD. (E), an operationally defined function AD. 
of the position will in general be different from the 
corresponding fuzzy-free observable A. To make this 
preCise let a = {Q}" be the von Neumann algebra 
generated by the projection operators P(E) defined in 
Eq. (2. 3). Then, as is well known,ll «consists of 
operators A of the form 

(AI/I)(x) = A (x) 1/1 (x) , (2.13) 

where,A: x E R H A(x) E C, is a bounded Borel function 
on R. a is thus isomorphic to the *- algebra Loo (R) of all 
bounded measurable functions on R. An arbitrary nor-
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mal state P on A can then be identified with a positive 
function p in Ll (R) via 

(PiA) =: JRA(X)P(dx) =.k. A(x)p(x)dx. (2.14) 

In line with what has been said above, we associate to 
every normal state p on (j, the fuzzy state pD., defined by 
the distribution 

(2. 15) 

Correspondingly we can associate to every observable 
A in a a fuzzy observable AD., defined operationally by 

(p;AD.) == (PD.i A ), 

for all normal states on a. Clearly, 

A D. (x) =: A * f D. (x) in L""(R) 

and thus: 

AD. = Jft xaD.(dx) on L2(R). 

(2.16) 

(2.17) 

(2.18) 

It is important for the sequel to notice that if one re­
peats the averaging procedure, one gets 

(2.19) 

and the corresponding dispersion increases, namely to 
..f26, 

For illustrative purposes, we formally extend (2.17) 
to define, for all positive integers m, 

Q(m) (x) == (Qm)D.(x) 

so that 

= £; 1m) (_l)nxm-" k ynfD.(y)dy, 
n=O \n 

Q(O)(x) = 1, 

Q(1)(x) = x, 

Q (2)(x) = x 2 + 6,2 

and, up to first order in 6,2, for all m ? 2, 

From this the well-known error law: 

oQm(x) == [[Q(2m) _ (Q(m»2]/(Q(m»2]1/2 

"" meA/x) == moQ(x) 

(2.20) 

follows immediately, indicating that we are indeed on the 
right track. 

Tfte relation with Jordan's idea4 is obtained upon 
equipping the real vector space aD. generated by our 
Q (m) 's with the product law: 

Q(m)o Q(n) = ~ (2P)!~:)(2:)Q(m+n-4p)A4P. 
(2p :s m.n) (2.21) 

We notice that with this product (j,D. does indeed become 
a power algebra, Le., in particular 

Q (1) 0 Q(n) =: Q (n+1) , (2.22) 

for all integers n ? 0, but that it fails to satisfy the 
power associativity condition; we have 
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(QoQ)o(QoQ)-Qo(Qo(QoQ»=2A4, (2.23) 

which vanishes [compare with Eq. (1.3)] only in the 
limit A ~ ° of infinite preciSion. In this limit Q (m) re­
duces to Qm (and more generally AD. reduces to A) and 
the product 0 reduces to the ordinary product. We 
therefore obtain the expected result that, in the limit 
A ~ 0, a D. with its algebraic structure tends to the 
algebra generated by the ordinary powers of Q, and 
equipped with its usual power structure. 

It might also be proper to notice at this point that 
Jordan4 linked the failure of the power associative law 
to the fact that there do not exist disperSion free states 
on the algebra of observables of interest (here aD.). We 
have here indeed that the admissible states pD. have a 
dispersion opD. which is always bounded below by A. 

One might now wonder whether the generalization 
from the projection valued measure peE), associated to 
(j" to the positive operator valued measUre aD. (E), asso­
ciated to (j,D., can be axiomatized properly. This is pre­
Cisely where the axiomatic approach to quantum proba­
bility, of Davies and LewiS,S can be used, and we shall 
come back to this in the next section. What is specific 
to the example studied here is that both the approximate 
observable E ~ aD. (E) (i. e. , Q D.) and the exact observable 
E H peE) (i.e., Q) exist for the system. There are, how­
ever, physical situations where only an approximate 
operator E ~ aD. (E) can be defined This happens, for 
example, in the case of a photon, for which a position 
operator is definable only as long as measurements are 
made with a finite precision. We shall construct such 
an operator in Sec. 5. 

We ought to point out in passing that, in virtue of a 
theorem of Naimark, on the embedding of POY measures 
into projection valued (PY) measutes,12 it is possible 
to find an enlarged Hilbert space X, a projection opera­
tor lP' and a PY measure E H peE) on R, extending 
E H aD. (E) in the following manner; 

(I) X == lP'X, 

(II) aD. (E) = lP'P(E)lP'. 

Further, the space jc can be chosen minimal in the 
sense that it is generated by elements of the sort P(E)I/I, 
where 1/1 is in X. It is probably not always possible to 
give a physical meaning to the extended space X. We 
shall construct, however in Sec. 5, a projection operator 
lP' for the photon system, following Jauch and Piron,6 
which will be seen to correspond to a gauge condition. 
In our present example,;JC is the direct integral space: 

(2.24) 

where XfD. is the Hilbert space of all complex valued 
" functions on R which are square integrable with respect 

to the measure /J", where /J" (dy) = ff'(y) dy. An element 
Ii' in jC is now a function of two real variables x and y 
such that Ii'(x) E X I~ ~d Ii',(x) E C (complex numbers). 
The scalar product in X is given as 

(1/1, X)i = Jft (1/1 (x) , x(x»JC D. dx, 
I" 

(2.25) 

where ( , )JC I ~ is the scalar product in X I ~ : 

(1i'(x),x(x»J(! D. = JR ij;y(x)Xy(x)f"D.(y)dy. 
I" 

(2.26) 

The operators peE) and P are then 

(2.27) 
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and 
(2.28) 

where 1 is the unit vector in JC f to. which takes the value 
l(y) = 1,for all yin R. x 

3. OBSERVABLES AND MEASUREMENT 

We shall make now a systematic study of generalized 
observables, particular examples of which were men­
tioned in the last section. We shall extract in this sec­
tion the notion of a generalized (operationally defined) 
observable, starting from a consideration of the "col­
lapse of the wave packet" during a process of measure­
ment. Much of the material of this section is known. 
For the sake of completeness however, we shall review 
it here in a manner which will prepare the way for our 
discussions of the next two sections. 

Let us begin by introducing von Neumann's expression13 

for "collapse of the wave packet." Suppose that we wish 
to measure an observable A in a state of the physical 
system given by the vector 1/1 in the Hilbert space JC 
(assumed separablel Let P", denote the normalized 
density matrix 1/1 0 1/1 corresponding to 1/1. Suppose that 
A, as a self-adjoint operator on JC, has a purely discrete 
spectrum: {AiJiE:Jt+, (:Jr.+ = {I, 2, 3, ... , dimension ofJC}); 
let {~ihE:Jt+ be the corresponding eigenvectors_ and 
{p i J iE:Jt+ the one dimensional projectors {t i 0 ~ i}' Then, 
as a result of the measurement, the state P", changes 
into the new state p# in the manner: 

The quantity 

1 (~p 1/1) 12 "" (P; 1/1,1/1) = tr [Pjp",) 

= (p", ;Pi ) = Pi 

(3.1) 

(3.2) 

represents the probability of obtaining the eigenvalue 
Ai as a result of the measurement. Clearly we have 

(p" ;B) "" (p#;B), (3.3) 

for all B of the form B = 6 i b; Pi' as is indeed required 
for a consistent interpretation of p# as the state of the 
system after the measurement of the observable 
A = 6jAiP; with which such B's commute. If our mea­
suring apparatus is such that it suppresses all eigen­
states of A whose corresponding eigenvalues do not lie 
in a given set E, the state P", goes over, as a result of 
the measurement, into the "collapsed state" pC: 

pC"" 6 PiP; (3.4) 
>",EE 

where the P/s are the probabilities defined in Eq. (3. 2). 
If we measure the observable A in the arbitrary (per­
haps mixed) state p, we again obtain the collapse expres­
sion (3.4) with the P;'s now given by 

Pi=tr[PiP) (3.5) 

Equations (3.4) and (3.5) define von Neumann's expres­
sion for the collapse of the wave packet during the 
course of a measurement. Let us introduce the notation 
of Davies and Lewis8 and write 

8(E,p) = 6 PiPPj • 

AjEE 
(3.6) 

It is this quantity 8(E, p) Which is basic to our discus­
sion, and the one which shall be generalized below. 
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If pp(E) is the probability of finding an eigenvalue of 
A in the set E, when the system measured is initially 
in the state p, we have [on taking the trace of both 
sides of Eq. (3.6)] 

P/E) = tr[8(E,p») = tr[P(E)p), (3.7) 

where 

P(E) = 6 Pi 
AjEE 

is the spectral projector of A corresponding to the set 
E. Clearly, Eq. (3. 7) is the analogue of Eq. (2. 7) for the 
general state p. Thus, a study of the quantity 8(E, p) 
allows us to determine the observable A, once again via 
the spectral theorem: 

Next, we observe that for a fixed p the quantity 8(E,p) 
satisfies all the properties of a vector-valued measure, 
taking values in the Banach space i'(JC) of all trace 
class operators on JC (under the trace norm), viz., 

(I) pE i'(JC)+ =:> 8(E,p) E i'(JCt, 

(II) 8(rp,p) == 0, 

(III) 8(i~:Jt+ Ei,p) = ~+ 8(Epp) 

(weak convergence in i'(JC) being meant). 

In addition, 8(E, p) satisfies the further condition 

tr[8(R,p)] = trp. (3.8) 

It is now clear in what sense the notion of a collapse 
ought to be generalized in order that the probabilities 
Pp (E) may refer to observables with POV measures, as 
opposed to those with only PV measures. FollOwing 
Davies and Lewis,8 this generalization is provided 
through Definitions 1 and 2 below. From now on we 
shall denote by X a locally compact space, and by K(X) 
the set of all continuous, complex valued functions on X 
with compact supports. [K(X) is equipped with the stan­
dard inductive topology.14] We also note that a vector 
valued (Borel) measure m on X may be defined either 
as a a-additive set function, on the Borel sets of X, 
which assumes values in some Banach space F, or, 
equivalently, as a continuous linear map 

m:K(X) ~ F. 

We shall use here this second definition of a measure. 

Let JC be a separable Hilbert space,.e(JC) the set of 
all bounded operators on JC, and .e(JC)+ the positive ele­
ments in .e(JC). 

Definition 1: A generalized observable (a,X), on a 
separable Hilbert space JC, is a normalized, positive 
operator valued measure a: K(X) ~ £(JC), defined on 
some locally compact space X, with values in £(JC). X 
is called the value space of the observable (a,X). 

The normalization of a: K(X) ~ £(JC) is to be under­
stood in the following sense: If f n is a monotone sequence 
of elements in K(X) tending pointwise to 1, then a(fn) 7' I, 
the identity operator on JC. The positivity of the measure 
a implies that a(f) E £ (JC)+ for f E K (X) + . 

In this definition if we take, in particular, R for X and 
projection valued measures for a, we retrieve the stan­
dard observables of quantum mechanics. 
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Definition 2: A measurement 8 on X is a continuous 
bilinear map: 

8:K(X) x 'T(JC) -'> ~t(JC), 

which satisfies 

(I) f E K(X)+, p E f'"(JC)+ ==> 8(f,p) E !"(JC)+, 

(IT) if fn is a sequence in K(X) such that fn 7' 1, 
pointwise, then tr [8(fn' p)] ?' tr p, p E 'T(JC)+. 

We have thus a generalized notion for the collapse 
through that of a measurement. We shall take the point 
of view that the quantities tr [ 8(f , p)] for positive f and 
p define the experimentally observed probabilities when 
an observable is measured in the state p. The fact that 
we have indeed achieved a legitimate generalization is 
borne out by the following theorem (due to Davies and 
Lewis, c.f., Ref. 8). 

Theorem: To every measurement 8 on X there 
corresponds a unique generalized observable (a,X) 
having X as its value space, and given by the formula 

tr[8(f,p») = tr[a(f)p], (3.9) 

for all f E K(X), p E !"(JC). Conversely, every general­
ized observable (a,X), with value space X, is so deter­
mined by at least one measurement on X. 

Comparing Eq. (3.9) with Eq. (2. 8) we immediately 
see how the above definition of a measurement allows 
us to construct the generalized observable E -'> all(E) 
through an analysis of the collapse process. In the next 
two sections we shall indicate what experimental situa­
tions might bring about such a collapse. We also note 
that Definition 2, of a measurement, is general enough 
to include observables which need not have purely dis­
crete spectra. This was not possible in von Neumann's 
definition of the collapse given in Eq. (3.4), since for an 
observable with a continuous spectrum the projectors 
Pi do not exist. The price we have to pay to achieve 
this generalization is that, unlike von Neumann's col­
lapse expression, ours is not necessarily repeatable, 
i.e.,8(f,p) is not necessarily the same as 8(f,8(f,p»; 
compare, for instance, with Eq. (2.19). 

4. ANALYSIS OF THE COLLAPSE EXPRESSION 

This section is devoted to a discussion of a mathema­
tical characterization of a measurement 8, when a cer­
tain group restriction is present. This characterization 
will help us to write down a collapse expression specific 
to a large class of laboratory measurement processes. 
In this way we shall be able to construct in the next sec­
tion a covariant, "fuzzy" position operator for the photon, 
starting from localization measurements. 

In the poSition measurement of the Schrodinger par­
ticle discussed in Sec. 2, consider again the probabilities 
pt(E). If both the state vector 1/1 and the interval E are 
translated hy an amount x, to x[1/I] and Ex, respectively, 
we expect the new probability Pi'[~,] (Ex) to be the same 
as the old probability Pf'(E). It is this sort of group in­
variance that we wish to build into our theory. If we 
assume unitary implementability in JC of this transla­
tional symmetry, we notice that the measurement 8 
ought to satisfy: 

for translations through x, where U x is the unitary 
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operator on JC implementing the transformation due to 
x E R. 

Since in many interesting physical measurement 
situations-of position or momentum, for example-the 
relevant symmetry groups G are semidirect products 
of the form 

G = H [SJ X, (4.1) 

we Shall, without further ado, specialize to group sym­
metries such as these. We shall then speak about mea­
surements of observables whose value spaces are the 
Abelian groups X themselves. Thus, in our previous 
example, G is just the one-dimensional translation group 
T, which is isomorphic to R itself. Similarly, for a posi­
tion measurement in three-dimensional space, G is the 
Euclidean group E3 = SU(2)~ T3 of all three-dimen­
sional proper rigid rotations and translations, and T3 
is isomorphic to R3_the value space of the position 
operator. 

Let us denote by g[.) ,g['), and [.)g the action of the 
symmetry g E G on 'T(JC),K(X) and X, respectively, i.e., 

g[J)(x) = f([x)g), for all x E X (4.2) 

and, if these symmetries are unitarily implemented 
(gH Ug ), 

(4.3) 

In general, for an arbitrary measurement 8 on X, we 
shall assume the group covariance under the automor­
phisms of G = H IS] X, in the state space !"(JC), to be of 
the form: 

8(g[J), p) = g-I [8(f ,g[ p ))), (4.4) 

for allg E G. 

An immediate consequence of Eq. (4.4) is that the 
observable (a,X) determined by 8 satisfies the relation 

a(g[J) = U;a(f) Ug (4.5) 

for allg E G,f E K(X). Equation (4.5) is referred to as 
the generalized imprimitivity condition and (a,X) and 
g ~ Ug are said to form a generalized system of im­
primitivity. If f H a(f) were a projection valued mea­
sure, then Eq. (4. 5) would define a projective system of 
imprimitivity in the sense of Mackey.IS 

A measurement 8 on X which is subject to a covari­
ance condition of the type given in Eq. (4.4), under a 
group G as in (4. 1) is characterized16 by a pOSitive 
operator valued function 

T: X -'> £('T(JC), !"(JCW , (4.6) 

where £ (!"(JC) , 'T(JC»+ is the space of all positive linear 
maps of !"(JC), the space all density matrices, into itself. 
Further, T is measurable with respect to the Haar mea­
sure p, on X, in the sense that for each p E 'T(JC) and 
A E £(JC), the numerical function x H tr [TAp)A] is 
measurable. Indeed, one has the relation 

(4.7) 

weak convergence in 'T(JC) of the integral being meant. 
T x also has the properties: 

(4.8) 
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and 
tr[Ix T,,(p)p.(dx)]::= trp, (4.9) 

for all p in 9:"(X)+ • 

The dual 8*(. ,A) of 8(' ,p) defined by 

tr [8* (f ,A) p] = tr [A8(f, p)], 

for all A in £(X), all I in K(X) and all p in 9:"(X) , will be 
referred to as the "covariant conditional expectation" of 
A, relative to the measurement process 8 satisfying 
Eq. (4.4). 

The representation of 8(f, p) through the operator 
function x H T x ' as given in Eq. (4. 7) is very general, 
and contains several particular results obtained earlier 
by Davies.17 At each point x E X, the operator T" des­
cribes the change that the state p undergoes due to the 
measurement being performed there. From our earlier 
association of projection valued measures with infinitely 
precise measurements, we intuitively expect therefore, 
that for x H T x to generate a projection valued measure, 
the operator T" ought to change the state p only locally 
in an infinitesimally small neighborhood of x. 

Mathematically we can demonstrate this as follows: 
Let us assume that the Hilbert space X, in the problem, 
is of the form £~ (X, p.) ::= {tP: X ~ JC I Ix II tP(x)lIi 
p. (dx) < OCI}, where Je is some Hilbert space, with norm 
denoted by II ••• Ilx. Such a choice for X is always 
possible if (a,X) in Eq. (4. 5) is projection valued---in 
virtue of the imprimitivity theorem of Mackey.15 Let 
us denote by £;.(X) (X, p.) the space of all functions 

r : X ~ 9:"(Je) 

for which 

Ix II rex) IIi' (Xl p.(dx) < OCI, 

II •• '11 2'(x) being the norm in 9:"(3<:), and let A be the 
linear map: 

A: 9:"(X) ~ L}(x)(X, p.), 

which on elements in 9:"(X) of the form tP 181 lj/(tP E X) is 
defined by 

{A(tP 181 ~)}(x) = tP(x) 181 tP(x). 

For P E 9:"(X) + ,the function x H II (Ap) (x) IInx) = trx 
[(Ap)(x)] actually gives the probability density distribu­
tion of the wave packet represented by p. Thus, in our 
example of the particle on a line, having wavefunction 
tP,x H II (Ap) (x) II is indeed the usual probability function 
x H I tP(x) 12. It has been proved in Ref. 16 that the 
operators T" generate an observable with a PV measure 
if and only if every T x has a representation of the type: 

(4.10) 

where T" is a positive vector valued measure on X with 
values in £ (9:"(Je) , 9:"(X» [= Banach space of bounded 
linear maps from 9:"(:K) to !"(X)], whose support is con­
centrated at the point x. Thus, for a measurement to 
have a PV observable, the collapse at each point x ought 
to affect the probability distribution at that point alone­
hence the necessity for it to be infinitely preCise. 

5. APPLICATIONS OF THE GENERAL FORMALISM 

We saw at the end of the preceding section, that the 
generalized observables defined in Sec. 3, reduce to the 
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usual observables of quantum mechanics only when the 
measurements to which they correspond are of infinite 
preciSion. In this section we illustrate first the general 
meaning of our operator valued function T in terms of 
the fuzzy observables defined in Sec. 2. We next analyze 
the problem of pOSition measurements for the photon. 

Going back to our original example of a particle on a 
line, we may now construct the operator function x H T" 
for it, corresponding to measurements accurate only up 
to a length A'. Suppose that the system is originally in 
the state p, and suppose that we have a counter which, 
when introduced at the point x, measures the total inten­
sity of the particle beam in the region A'x surrounding 
x. Suppose further, that after the measurement at x the 
counter gives out a beam conSisting of a flat pulse over 
the region A'x. Then the measured intensity in A'x is 

f , (Ap)(x')dx' = tr[Pe.-xp], D.x 

where PD.'x is the projection operator P(A'X), correspond­
ing to multiplication by the characteristic function XLI 'x 

of the set A' x. Hence the observed probability density at 
x is (l/A') tr[PD.'x P]. After the measurement, the out­
going state atx is (l/A'}xD.'X 181 XD.'x' Thus 

(5.1) 

It is now straightforward to verify that this T" defines 
a measurement 8, through Eq. (4. 7), with the correct 
group covariance properties, and further, that it also 
yields the observable E H aD. (E) defined in Eq. (2.9), 
where now ID. is the function: 

centered at the origin, and having standard deviation 

A = A' /2,f3. 

It is clear that taking I D. to be any other function would 
amount to introducing a certain bias in the counter over 
its sensitive volume. 

Using Eq. (4.7) we shall next construct an approximate 
position operator for the photon. The Hilbert space 
appropriate to the photon system is defined as follows. 6 

Let jC ::= L~ 3 (R3,d3x) denote the Hilbert space of all 
complex 3-vector valued, square integrable functions on 
R 3 • Denote by X ::= L~ ~ (R 3, d 3 x) 0 the (closed) subspace 
of those vectors A in X which satisfy the divergence 
condition. 

(\7. A)(x) ::= O. (5.2) 

It is this space X which describes the photon. Let P de­
note the projection operator which, acting on :re, projects 
out the subspace X: 

X = IP'X 

so that, in virtue of Eq. (5.2), P corresponds to the Cou­
lomb gauge_condition. On X we may define the projection 
operators peE) in the manner: 

(i'(E)A)(x) = XE(x)A(x), (5.3) 

for all A E iC. However, these operators cannot be de­
fined in X, because even if A satisfies Eq. (5.2), XE A 
need not do so any longer. Hence no pOSition operator, 
in the usual sense, may be defined for the photon, and 
consequently, the quantity tr [P(E) p], for a state p of the 
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electromagnetic field, does not define the total probabi­
lity of finding a photon in the region E. 

It was suggested by Jauch and Piron (Ref. 6) that the 
photon be considered a weakly localizable system, Le., 
a system for which it is not the operators PeE) which 
define localization in the regions E but rather the new 
set of projection operators F(E) given by 

F(E) = peE) n IF' (5.4) 

and defined on Je. 

[F(E) is the operator whic_h projects onto the intersec­
tion of the ranges of P and P(E).] 
The operators F(E) do not, however, form a PV measure. 
But they do satisfy the conditions: 

(I) F(cp) = 0, F(R3) = I, 

(II) F(El ) .L F(E2), if El n E2 = cp, 

(III) F(El n E 2) = F(El ) n F(E2), 

and the imprimitivity condition 

(5.5) 

under the automorphisms of the Euclidean group E3. 
Thus, tr [F(E) p] is assumed to define the total field in­
tensity over the region E. 

Using this definition for the localization of photons, 
we shall write down a collapse expression for a position 
measurement, and hence derive an apprOximate pOSition 
operator for the photon. Suppose that we introduce at 
the point x a probe (such as an antenna) into the electro­
magnetic field, and let this probe be sensitive to the field 
intensity measured over a small volume 6x surrounding 
x. Suppose that initially the field is in a state p, and that 
the state at x after the measurement is given by the 
normalized density matrix p~. We shall assume that 
p~ = U;p8 U", where x H U" is a unitary representation 
in Je of the three-dimensional translation group T3, and 
pg is the outgoing state after a measurement at the ori­
gin. The total field intenSity in 6x is tr [F t.x p], where 
Ft.x == F(6X). However, the number density of photons 
observed by this measurement is not (1/6)tr[Ft,xp] but 
rather tr ret. (R3)-1/2 F t.xCt.(R3tl/2 p], where et. (R3) is 
the positive operator 

(5.6) 

The reason for this is that (1/6) IR3 tr[Ft,xp] .,. trp, for 
all P E ~(Je)" and et. (R3t l / 2 is needed as a normaliz­
ing factor. The operator T" can again be written as in 
Eq. (5.1). Thus, 

T" (p) = tr ret. (R3t l / 2 F t,x et. (R3t l / 2 P Jp~, (5.7) 

J. Math. Phys., Vol. 15, No.2, February 1974 

182 

so that the corresponding poSition operator E H at. (E) 
is 

at. (E) = et.(R3)-1/2 IE Ft,xd3xet.(R3t l /2 (5.8) 

(the integral converging ultraweakly in Je), 

Equation (5.7) may be interpreted by saying that the 
interaction of the electromagnetic field with the probe 
renormalizes the state p into the new state p' = et.(R3)-1/2 
pet. (R3 t l / 2, and it is the intensity at x of this state p' 
that the probe measures. As a final remark, we empha­
size once again that we have been able to define a posi­
tion operator for the photon only because we were deal­
ing with fuzzy measurements of the field intensity. An 
infinitely preCise measurement of intenSity in any 
region E ought to lead to the quantity tr [F(E) p], and 
hence no position observable would be definable then. 
Our result also clears up the apparent anomaly between 
the experimental situation, where photon space-correla­
tion measurements do implicitly assume the existence 
of a position operator for it, while no such operator 
could be predicted theoretically so far. We shall report 
elsewhere the relationship between our poSition opera­
tor and the observed photon space correlations. 
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An alternative discussion, based on function space integration. is given of results given in our 
preceding paper. 

1. INTRODUCTION AND PRELIMINARIES 

Consider a cubical container V of side L and imagine 
M spheres Sk(O) of radius li placed "at random" in V (i.e., 
the center of the spheres are chosen independently and 
each center with uniform distribution in V). 

For a given configuration C of the spheres we consider 
the eigenvalue problem 

(1.1) 

with 1/1 satisfying periodic boundary conditions on V and 
vanishing on the surface of each sphere, i.e., 

1/1 = 0 on oSk(O), k = 1,2, •.. ,M, (1.2) 

(aS, denotes as usual, the boundary of S). 

We wish to study the statistical properties of the sums 

(.... 1 co (c) 
Q V/(L, (3t) = _ L;e- t8Ek 

L3 k=l 

in the "thermodynamic limit", i.e., 

L ~ 00, M~ 00, M/L3 = II, 

(1. 3) 

(1.4) 

where (3 = l/kT and t a dimensionless parameter intro­
duced for the sake of convenience and future use. 

Setting 

1/1(r) = cp(r/'A), 

where 

'A2 = li2/2mkT 

(1.5) 

(1.6) 

is the square of the de Broglie wavelength (we use a 
slight modification differing by a numerical factor from 
the usual definition), we are led to an entirely dimension­
less formulation of our problem. 

In fact, 

1 1 co 
Q(O(L, (3t) = - .. - -,6 exp(- t£~C», (1.7) 

(L/>..)3 >..3 k=l 

where €~C) are the eigenvalues of the SchrOdinger 
equation 

(1.8) 

with cp satisfying periodiC boundary conditions on V = 
V/'A3, Le., the cube of (dimensionless) side L/>.. and 
vanishing on the boundaries of the spheres Sk(li/'A), i.e., 

cp = 0 on oSk(O/'A), k = 1,2, ••• ,M. (1. 9) 
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We. shall set 

L = L/:A., 6 = O/A (1.10) 

and keep in mind that in taking the thermodynamic limit 
we have 

MjP = 1I'A3. (1.11) 

2. CALCULATION OF AUXILIARY QUANTITIES IN 
TERMS OF FUNCTION SPACE INTEGRALS 

Let rL(T) [rL(O) = 0, where 0 is an arbitrarily chosen 
origin within V] denote a Brownian motion path (0 :s T < 
00) modified by the requirement that when the ordinary 
(unrestricted) Brownian path r(r) [rEO) = 0] hits the 
boundary of V, it is continued in accordance with the 
periodiC boundary condition. ~n one dimension x r (T) 
co~d be written as ~(T) (modL), i.e.,xr(r) = x(r) 
- L[X(T)/L], where [a] denotes, as usual, the greatest 
integer not exceeding a.} In our dimensionless presenta­
tion the diffusion constant association with the Brownian 
motion is 1/2 , 

The basis of our calculation is the formula 

1 00 =- L; exp(- 1€(C) 
L3 k=l k 

=! ~ 1. dr Prob{r + rL(r) ¢. Sk(O/'A), 
L3 (21Tt)3 V 

k = 1,2, •. • ,M, O:s r :s tlrL(t) = o} (2.1) 

the probability inside the integral J dr being the con­
ditional probability conditioned on the path r + rL (T) 
terminating at r at time t. 

Strictly speaking formula (2.1) does not appear in the 
literature, but it is only a minor extension to restricted 
Brownian motion rL (T) of well-known formulas concern­
ing ordinary (unrestricted) Brownian motion. 

[If one discretizes the problem so that Brownian 
motion becomes a simple random walk and the Laplacian 
in the Schrodinger equation is replaced by the appropriate 
difference operator, the analogue of (2.1) becomes 
nearly obvious.] 

We now show how one can calculate the average 

1 00 

=- <,6 exp(- t€~C»> 
L3 k=l (C) 

over all configurations (C). 

It is clear that we need the average 

(Prob{r + rL (r) ¢. Sk(li/'A), k = 1,2, ••. ,M, 

O:s T :S t IrL(t) = 0) (2.2) 
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and the simple trick is to note that we are dealing here 
with a double average (one over the Brownian paths and 
the other over the pOSitions of the spheres) and to invert 
the order of averaging. 

We therefore fix a path rZ (7), ° s 7 S t, terminating 
at the origin and perform the average over the con­
figurations (C). 

If with each point of the path r + rL (7), Os 7 S t, 
rL (t) :::: ° as a center we draw a sphere of radius oj>.. and 
consider the (set theoretical) union of all these spheres 
we obtain a sausage-like set 

Wo/A(r + rZ (7), Os 7 S t, rZ (t) :::: 0), (2.3) 

and it is clear that our fixed path will not enter any of 

184 

the spheres Sk(Oj>..) if their centers lie outside . the set 
(2.3). 

The probability that this should happen is clearly 

(1- IWo/A(r + rz(7), ° S 7 S t,rz(t):::: O)I)M 
X L3 ' 

(2.4) 

where I %/A I denotes the three-dimensional Lebesgue 
measure (volume) of the set (2.3). 

To calculate (2.2), we must still average over the 
paths, and it is here that integration in function spaces 
comes in. 

Denotin~ the integral over the paths by the usual 
symbol Et } (mathematical expectation) we have 

1 (~ (» 1 1 J. ~( IWO/A(r+rL(T),Os7st,rL(t)::::0)I)Mf =- LJ exp(- tE C) :::: --- -=- drE 1- . 
L3 k=1 k (c) (.J21ft)3 L3 v L3 

(2.5) 

This can be Simplified if we imagine that the spheres 
Sk (oj>..) conform to the periodic boundary conditions, i.e., 
if the center of a sphere falls sufficiently close to the 
boundary of iT the part of the sphere which would be out­
side of iT is placed inside in accordance with the assumed 
periodicity. With this convention I WO/A I becomes inde­
pendent of r and therefore formula (2. 5) assumes the 
form 

_1 (r; exp(- tEf») 
L3 k=1 (c) 

::::_l_Ej(l_ IWo/A(rz (7), ° s 7 S t) I )M1r (t)= ° t 
(.J21ft)3 I £3 L \ ' 

(2.6) 

where the notation makes it clear that the expectation is 
the conditional expectation, the condition being that 

«(23 I; exp(- tE~)\2) :::: .!6 ~ 11 dr1dr2 
L k=1 J (C) L (21ft) v v 

r L (t) = 0, i.e., the path returns at time t to the starting 
point. 

In the thermodynamic limit recalling that 

MjD = 1)>..3 

we obtain 

lim..!.. (r; exp(- tE~C»\ 
D k=1 ICC) 

= (";21 
)3 E exp(- v>..3IWo/A(r(7), ° s 7 S t) II r(t) = 0), 

1ft (2.7) 
and it should be noted that since £ ~ 00 we end up with 
the ordinary Brownian motion r(T). 

The method of this section permits one also to calcu­
late easily the second moment of the left-hand side of 
(2.1) and we leave it to the reader to verify that 

I (1) (2) I)M I I x E j (1 _ Wo/ X(r1 + rL (7), ° S 7:S t) U WO/ X(r2 + rZ (7), ° S 7 S t) r~)(t) = O,r~)(t):::: 01 ' 
I £3 

where r~J)(7) and r}2)(7) are two independent Brownian 
motions and the symbol U denotes as usual the union of 
the two sets. 

It should be clear that unless r 1 and r 2 are close to 
each other the sets Wo}x(r ) and WO/ X(r2 ) will be non­
overlapping and that, therelore, we shall have in the 
thermodynamic limit 

lim((!3 f L k=1 

(2.8) 

The result expressed by formula ~.l. 8) is important 
because it shows that the quantities 

(2.9) 

which (for t = 1,2,3, ••• ) enter the formulas of pressure 
and density of the ideal Bose gas in a container with 
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randomly distributed spherical impurities do not fluctuate 
(in the thermodynamic limit). 

3. BOSE-EINSTEIN CONDENSATION ONCE AGAIN 

If we consider N free Bosons are in V with spherical 
impurities Sk( 0) we have for a (fixed) fugacity ~ 

N 00 
P = - = r; ~ I Q(C)(L; (3l) 

L3 1=1 

= (_1_) 3 I; ~Q(C)(L; 1). 
>...f27T 1 = 1 [3/2 

(3.1) 

Since as we have seen the quantities Q(C)(L; l) do not 
fluctuate in the thermodynamic limit, we replace (in that 
limit) the Q(c} 's by their averages and we obtain 

p= ~ r; - E{exp[-v>..3IWo/A(r(T),OsTsl)I]lr(l)=0} ~ 11300 ~I 
:v 211", 1= 1l3/2 

as long, of course, as the series converges, i.e., ~ is 
sufficiently small. 

(3.2) 
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The question now arises what is the radius of con­
vergence of the series (3.2). In our paperl we have 
shown that it is still equal to unity by showing that EiC) 
approaches zero in probability. (We actually claimed to 
have proved somewhat more, i.e., €(F) ~ 0 with prob­
ability one, but although this claim is not justified, the 
stronger statement is not needed.) 

We shall now give an alternate proof based on formula 
(2.1). 

With r as center, consider the sphere S(r; a) of radius 
a and note that 

(Prob{r + rL(7) ¢ Sk(6/1I.), 

k = 1,2, ••. ,M, 0:$ 7:$ t I rr (I) = ohc) 
;:0: Prob{r + rr (7) E S(r; a), 0 :$ 7 :$ t 1 rr (t) = O} 

x Prob{all of the centers of Sk(O/II.) lie outside 

S(r; a + (tVII.»}. (3.3) 

The second of the probabilities on the right-hand side 
of (3.3) is clearly 

(1 _ h(a L: (0/11.»)3) M 

and hence in the thermodynamic limit we obtain 

lim(Prob{r + rL (7) ¢ Sk(O/II.), 

k= 1,2, ... ,M, 0:$ 7:$ 1)1 r(t) = On 
;:0: Prob{r + r(7) E S(r; a), 0:$ r:$ t I r(O) = O} 

x exp{- ~1T1III.3(a + (o/II.»3}. (3.4) 

The probability appearing on the right-hand side of (3.4) 
1s related to the classical first passage problem for 
Brownian motion and is given by the formula 

Prob{r + r(r) E S (r; a), 0:$ r:$ t I r(O) = O} 
00 A (a)t = (-I21T/)32::) e - n ~a)2(o), (3.5) 
n~l 

where II.n(a) and <p!a)(p) are the eigenvalues and normaliz­
ed eigenfunctions corresponding to the eigenvalue 
problem 

~'V2<p + 1I.<p = 0, <p = 0 on 3S(0; a). (3.6) 

It is easily seen that 

II.n (a) = An (1)/a2, #.a}2(0) = <p~l)2(0)/a3, (3.7) 

and hence by (3.4) and (3.5) we have 

lim(Prob{r + rL(r) ¢ Sk(o/II.),k 

= 1, 2, ••• ,M, 0 :$ r :$ t I r{t) = o} )(C) 

;:0: (21Tt/a2)3/2 exp[- (lI.p)t/a2 + h1l1l.3(a + 0/1I.}3). 

(3.8) 

Setting 

a = t lA5 (3.9) 

and going back to (3.8), we obtain that for 1 ~ 00 

E{exp(-vII.3IWo/,\(r(r),0 :$7:$/11 r(t) = o} 2: exp(- C/315), 

(3.10) 
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where C depends on vII.3 (but not on 0/11.). 

Formula (3.10) implies easily that the radius of con­
vergence of the series (3.2) is equal to unity. 

We suspect that actually 

lim~/ logE{exp[- vII. 3 I Wo/A(r(r), 0:$ r:$ 1 !!r(t) = O} 
t-oo t 3 5 

== A ;c 0, (3.U: 

but we have no proof except in one dimension (with % 
replaced by :v3) where the problem is particularly 
simple since Wo/A{x(r), ° :$ r :$ t) is simply (j/II. plus the 
range of the Brownian motion. 

Heuristic support for conjecture (3.11) has been giveI1 
by Lifschitz.2 

Finally, we should state once again that even though 
convergence of the series (3.2) for ~ = 1 heralds an on­
set of a condensation, we are unable to prove that the 
condensation is of the Bose-Einstein type, Le., that we 
have simply a macroscopic occupation of only one lowes1 
state. 

What is needed is a proof that in probability 

limr3(€~C) - €ic» = 00 

or, more precisely, 

lim Prob{'[3(€~C) - €(c» < o.} = 0, 

for every 0.. 

4. THE SHIFT iN CRITICAL DENSITY DUE 
TO IMPURITIES 

We obtain the critical density Pc for the Bose gas in 
the presence of impurities by setting ~ = 1 in (3.2). 

Thus 

( 
1 )3 00 

1 p=-- 2::)-
c II.V21T 1~1 [3/2 

E{exp[-1I1I.3 IWo/ A(r(r),O:$ r :$l»)lr(l) = a}, (4.1) 

while the usual critical density p~O) is given by the well­
known formula 

(4.2) 

In one limiting case it is easy to derive a convenient 
formula for the correction to p~O) due to impurities. 

The limiting case in question is 

0/11. ~ 1, (1I1I.3)(6/11.)2 = 1I1I.2(j = w, (4.3) 

with w being of order 1. 

By simple dimensional analysis, it can be shown that 
the statistical properties of 

are the same as those of 

and therefore 
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E{exp[- IIA31(Wo/,\(r(T», O:s T :s l) I] 1 r(l) = O} 

= E{exp[- IIA31 (W1(r(T», 0 :S T 

:S 1/(6/A)2) I] Ir(l/(6/A)2) = O. 

Without the restriction r(t) = 0 it is known3 that 

lim [ 1 Wa(r( T», 0 :S T:S t I/t] = 21Ta 
t-oo 

(4.4) 

(4.5) 

in probability, and it is not difficult to show that (4.5) 
also holds with the restriction r(t) = O. 

It thus follows that in the limit 6/A ~ 0, IIA26 = w 

limE{exp[- 1163 IW1(r(T), O:s T 

:S l/(6/A)2) I] 1 r(l/(6/A)2) = O} = exp(- 21TWl) (4.6) 

and therefore in this limit 
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Pc = (_1_)3 I; exp(- 21Twl). (4.7) 
A~ 1=1 l3/2 

If, in addition, W is small we have (asymptotically) 

p = p<o> -....!. ..!.. (IIA26)1/2. (4.8) 
c c ..fii A3 

It is clear that in the limit considered in this section 
1103 = W(6/A)2 « 1 and hence one is justified in neglect­
ing the effects of overlapping of the impurities. 

* Supported in part by AFOSR Grant 72-2187. 
t Supported in part by the National Science Foundation. 
1M. Kac and J. M. Luttinger, J. Math. Phys. 14, 1626 (1973) 
21. M. Lifschitz, Usp. Piz. Nauk 83, 617 (1964). 
'F. Spitzer, Principles of Random Walk (Van Nostrand, Princeton, 
N.J., 1964), see esp. p. 40. 



                                                                                                                                    

A note on laHice sums in two dimensions 
I. J. Zucker 
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(Received 10 September 1973) 

A slight simplification of Glasser's approach for obtaining lattice sums in two dimensions is 
suggested. The result for the triangular lattice is given. 

In two recent publications Glasser1,2 has given some 
powerful methods for obtaining sums of the form 

00 

S = 6 f(m,n), 
m,n~1 

where f(m,n) is the reciprocal of some power of a 
linear or quadratic equation. He mentions that the one 
result existing in the literature is 

00 

6 (m 2 + n2)-S = ~(s)t3(s) - ~(2s). 
m, n~1 

(1) 

(2) 

This is not quite the case. Fletcher et a1 3 besides giving 
(2) list several others such as the two-dimensional 
Madelung-type sums 

"" 6 6' (- 1)m+n(m2 + n 2)-5 = - 41)(s){3(s), 
m, n =-00 

1)(S) = (1 - 21-5)~(S). (3) 

The ' excludes m = n = O. Further they give the result 
for the triangular lattice, namely, 
00 

6 6' (m 2 + mn + n 2)-S = 6~(s)g(s), 
m. n:::-OO 00 

g(s) = 6 (3n + 1)-5 - (3n + 2)-5. (4) 
n~O 

A slight simplification of Glasser's approach is sugges­
ted here. We take as an example 

This can be written 

_1_ f"" t 5 - 1 [B2(0 e- t ) - 1]dt. 
r(s) 0 3 , 

(6) 

Now by using the Jacobi identity 

00 00 00 

B~(O, q) == 1 + 4 6 qn 
n=11+q2n 

1 +4 6 6 (_1)mqn(2m+1) 
n~1 m~O 

(7) 
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(6) becomes 

4 
r(s) 

"" 00 6 I; (- 1) m fo"" t 5 - 1 e-n(2m+1)t dt 
n =1 m=O 

00 "" (1) m 
= 4 6 2:; - = 4~(s) t3(s). 

n=1 m=O n8(2m + 1)8 

Similarly the Madelung sum in two dimensions may be 
written 
00 

6 6' (- 1) m+n(m2 + n2)-8 
m. n =-00 

= _1_ 1. 00 
ts-1[Bl(O e- t) - 1]dt 

r(s) 0 ' 

(8) 

(9) 

and then use of the Jacobi identities for Bl will give the 
result - 41)(s) t3(s). The extensions to d dimensions are 
obvious, e.g., 

00 

6 6 ... I;'(m~ + m~ ... m~)-8 
-00 

= _1_ f"" ts-1[Bd(O e- t) - 1]dt (10) 
r(s) 3 ' 

but identities for odd powers of B functions are not 
known. However the linear case in d dimensions can be 
put in reasonably closed form. Thus 

00 00 

6 ... I; (m
1 

+ m 2 + m3 ... m d)-8 
m1 =1 md=l 

= ~ (d + m- 2) ! 1 
m=l (d -1)! (m - 1)! (m + d - 1)8 

(11) 
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The evaluation of laHice sums. III. Phase modulated sums 
M. L. Glasser 

Battelle Memorial Institute, Columbus, Ohio 43201 
(Received 29 August 1973) 

Two-dimensional lattice sums of the form l:'exp(ik. s)k -2. are evaluated exactly in terms of 
Jacobian theta functions. 

Electronic structure studies relating to chain poly­
mers, crystal surfaces, and solids frequently involve the 
computation of sums having the form 

'" eik
•
S 

q,= LJ--
k"O k 5 

(1) 

extending over the (nonzero) lattice vectors of a one-, 
two-, or three dimensional array.1 Along with progress 
in such studies interest in these sums is increasing and 
various ad hoc procedures have been advanced for their 
numerical evaluation. However, these algorithms tend 
to be expensive in terms of computer time and it is 
generally acknowledged that more expeditious approxi­
mation schemes are desirable. The purpose of this note 
is to show that in a few cases "exact" analytic expres­
sions for these sums can be obtained; it is hoped that 
our examination of these results will reveal enough of 
the mathematical nature of these sums to suggest alter­
native numerical procedures for their rapid evaluation. 
In addition, the results are interesting in their own right 
and, in the two-dimensional case, may have direct appli­
cations in surface science. 

In one dimension these sums reduce immediately to 
well-known Fourier series so we proceed to the two­
dimensional case. For simplicity, we assume that the 
vectors k are reciprocal lattice vectors for a rectangu­
lar lattice 

k = 2rr(u/a, v/b), 

u, v = 0, ± 1, ± 2, ... 

since there is no loss in generality in assuming that S 
is a vector in the unit cell, we take 

s = (ax, by), 0:$ x,y < 1. 

We then have 

q, ( a )5 6 e2ri{ux + vy) 
= 2rr U,v"O,o [u2 + (a/b)2v 2J512 

and by using the identity 

r(s)b- 5 = (dt t5 - 1e- bt 
'0 

we write 

(2) 

(3) 

(4) 

(5) 

r(s)q, = (a/2rr) 5 edt t1l25-1 [T(t) - 1], 
'0 (6) 

T(t) = 6 exp{-t[u2 + (a/b)2v2] + 2rri(ux + vy)} 
u,v 

where the sum extends over all values of u, v. By apply­
ing Jacobi's transformation2 from the theory of theta 
functions we have 

6 exp(-tu2 + 2rriux) = (rr/t) 1I26 exp[-{rr2/t)(u + x)2] 
u u (7) 

and therefore, after separating out the term v = 0 from 
the double sum in (6), 
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T(t) - 1 = 6 e-tu2 +2niu 

+ (rr/t)1I2 6 e-(n 2It)(u+xj e-(a2v2tlb2)+2nivy. 
u (8) 

V"o 
Consequently, 

+ rr1l2 6 e2nivy 1 ""dtt(S-3)/2 e-?(U+X)lte -a2v2tlb2}. (9) 
r(s) " 0 

v"o 
However, 

edt t 5-le-pte-qlt = 2(q/p) 5/2K [2(Pq)1IZ1 
"'0 5 J' 

(10) 

where K5 denotes, as usual, the modified Bessel function; 
so we obtain 

q,=I- w--+-- LJ ~a )5 [" e2niux 2rr1l2 '" (1TbIU + x 1)(5-:0/2 
2rr u"o 'U 5 r(s) u Iv I 

v"o 

X K(5-1)/2 (2~a Iv Ilu + x I) e2niVY]. (11) 

This appears to be as far as one can go in general. How­
ever, if s is an even integer K(5_1)/2(z) reduces to z-1I2e- z 

multiplied by a polynomial and the double sum can be 
performed. We illustrate this by the case s = 2 where 
we have 

(12) 

and 

q, = (.!!..V r 6 e
2niux + (1Tb) 6 ~ e-21f(~b) Ivll,,+x 1+21fiJ. 

2rr} ~"o u 2 a u Ivl J 
v;o!Q (13) 

Out of the double sum we separate the term u = 0 and 
then express all the sums as a sum over positive values 
of u and v. By introducing the quantities 

(\' =y + i(a/b)x, (14) 

q, can be expressed simply as follows: 

q, = a2 6 cos2rrux + ab I; !. (e2niav + c.c.) 
2rr2 U ~1 u 2 41T v=1 V 

+ ab f; f; !'q2uv (e2niav + e-2niav + (c.c.), (15) 
4rr u=lv~l V 

where c.c. denotes complex conjugate. The v sums are 
elementary since 

and 

00 

6 V-IX v = - In (1 - x) 
v=1 
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~ =: ~ ~ COS271UX _ ab 11 _ e2wia l 
21T2 u=1 u2 21T 

- ab I; In 1(1 - q2ue2wia)(1 - q2u e-2"ia) I . (17) 
21T u=1 

Inserting the value for the first sum, which is a well­
known Fourier series,3 and performing an elementary 
manipulation we have 

a 2 ab / ~ =:2 (x2 - X + ~) - 21T In(2e-1f (a b)x I sin1Tal) 

ab I ~ I - -2 In II (1 - 2q2u cos21Ta + q4u) • 
1T u=1 

(18) 

However4 

IT (1 - 2q2u cos2z + qlu) = 2113 csc Z -116 Ill(z, q) 
u=1 q [lli(0,q)]1I3' 

(19) 
where III denotes a Jacobian theta function. Hence, after 
some simple algebra we find the result 

~ = a2 x2 _ 2ab In2 _ ab In I 1l 1(1Ta, q) I (20) 
2 31T 21T [e{(O,q)]1I3 

That the result (20) is jointly symmetric in a, band x,y, 
as is manifest in the definition of ~,follows from 
Jacobi's transformation.2 Alternatively, the above deriva­
tion can be used to furnish a new proof of this important 
identity. Equation (20) can also be expressed in terms 
of the function 1l3Which is computationally somewhat 
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simpler than Ill' Because the theta functions are gener­
ally approximated well by two or three terms of their 
series representations, (20) has obvious computational 
value. By comparing (20) with the results of Refs. 5 
and 6 a number of new interesting mathematical results 
can be obtained relating to the exact evaluation of theta 
functions of special arguments which the reader is 
invited to work out. 

Although the above calculation is susceptible of some 
generalization [for example, denominators of the form 
(u2/a 2 + uv/c + v 2/b2) S can be treated], extention to other 
values of s or to three dimensions does not appear to 
be possible. However, for the denominator (u/a)2 + 
(v/b)2 + uf2., the sum over u and v can be reduced to an 
exponentially converging single sum which may be of 
value in three dimensions; since our concern has been 
with exact results, we do not explore these avenues here. 

ACKNOWLEDGMENT 

The author thanks the Aspen Center for Physics for its 
hospitality while this work was carried out. 

lSee, e.g., F. E. Harris and H. J. Monkhorst, Phys. Rev. B 2, 4400 (1970). 
2E. T. Whittaker and G. N. Watson, Modern Analysis (Cambridge V.P., 
Cambridge, 1958), 4th ed., Sect. 21.51. 

31. S. Gradshteyn and I. M. Ryzhik, Tables of Integrals, Series and 
Products, (Academic, New York, 1965), 4th ed., Formula 1.443(3). 

"Reference 2, Sees. 21.3 and 21.42. 
SM. L. Glasser, J. Math Phys. 14,409 (1973). 
6M. L. Glasser, J. Math. Phys. 14, 701 (1973). 



                                                                                                                                    

The polaron without cutoffs in two space dimensions 
Alan D. Sloan 

School of Mathematics, Georgia Institute of Technology, Atlanta, Georgia 30332 
(Received 25 September 1973) 

Hamiltonians for the polaron of fixed total momentum are defined using momentum cutoffs. A 
renormalized Hamiltonian of fixed total momentum is defined in two space dimensions by proving 
the strong convergence of the resolvents of the cutoff Hamiltonians. The Hamiltonian for the 
physical polaron is defined as the direct integral of the fixed momentum Hamiltonians. 

1. INTRODUCTION 

The model considered in this paper is that of a spin­
less relativistic electron interacting with relativistic 
phonons. The one-particle momentum state space for a 
d-dimensional spinless electron is L2(R d) and this is 
also the state space for the phonon, or quatum of lattice 
vibration. The Hamiltonian for the electron is 

He == J Em (P)b*(P)b(p)dP, 
jf.d e 

(1. 1) 

where b*(p) and b(P) are the electron creation and 
annihilation operators of momentum p, respectively, and 
where 

(1. 2) 

Thus for the rest of the paper we assume A ;c O. When 
d> 1, w-1/2 is not in L2(Rd). Consequently,H is only 
defined on the zero vector. 

To overcome this problem we first replace w- 1/ 2 in 
HI by a function j in L2(Rd). That is, we introduce a 
momentum cutoff. Let H/(f) and H(f) denote the modi­
fied interaction and total Hamiltonians, respectively. 
Modulo technical conditions on j, it is known that H(f) 
is a self-adjoint operator on L2 (R d) ® ft, which is 
bounded below. It is also known that there exists a zero 
total momentum rest state for each fixed j. That is, if 
we write the state space as a direct integral of infinites­
imal subspaces of fixed total momentum, 

(1. 7) 

is the relativistic kinetic energy function for the electron then the Hamiltonian also decomposes as 
of mass me' He acts on antisymmetric Fock space over 
L2(Rd), A. H(f) == J H p(f)dP, 

The free phonon Hamiltonian is 

K == J d w(k)a*(k)a(k)dk, 
R 

(1. 3) 

where a*(k) and a(k) are the phonon creation and annihi­
lation operators of momentum k, respectively, and where 

w(k) == (!kI 2 + iJ.2)1/2 (1. 4) 

is the kinetic energy function for the phonon of mass iJ.. 
K acts on symmetric Fock space 5'. 

The state space for arbitrarily many electrons and 
phonons is A ® 5'. On this space we define the inter­
action Hamiltonian as 

H = J J w(kt 1/ 2 
[ R" R n 

X [b*(P + k)b(p)a(k) + b*(P - k)b(p)a*(k)]dkdP. (1. 5) 

This is a modified Yukawa-type interaction in which the 
pair creation and annihilation terms have been dropped. 
The total Hamiltonian 

(1. 6) 

also acts on A ® 5'. A is a real number and is called the 
coupling constant. An important property of H is that it 
leaves the number of electrons invariant. Consequently 
we may consider the case in which a certain fixed num­
ber of electrons are present. 

If no electrons are present then H is just I x K and 
the dynamics is understood. The bare and physical 
vacuums coincide. There is no wavefunction re­
normalization. 

In this paper the case of one electron is considered. 
If, in this case, A == 0, then the electrons and phonons do 
not interact. Again the situation is well understood. 
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(1. 8) 

where each Xp is a copy of 5' and each H (f) is a self­
adjoint operator on Xp" It is known that Oo(f) is bound­
ed below and that the bottom of the spectrum of H o(f) 
is an eigenvalue. A corresponding eigenvector is called 
a zero total momentum rest state. Let >l!(f) denote such 
a rest state. 

To remove cutoffs we specialize to the case of two 
space dimenSions, d == 2. USing a sequence {jn} of 
cutoff functions that agree with w-1/2 on sets that in­
crease toR2 as n ~ 00 we obtain corresponding sequen­
ces of rest states, {>l!Un}} and operators {H(fn}] and 
{H ,(flO)}' It is shown that {>l!(fn)} lies in a norm compact 
subset of Xo == 5', so that some subsequence converges 
as we remove cutoffs: 

(1. 9) 

Thus there is no infinite field strength renormalization. 

After adjusting the electron mass so that the lowest 
point in the spectrum of H(f,,) is zero we find a sub­
sequence A, of the sequence of indices for which (1. 9) 
is true, such that for every P in R 2 and r > 0 the resol­
vents {(H p(f,,) + r>-l: n E A} converge strongly to the 
resolvent Hp("") of a densely defined, self -adjoint, posi­
tive definite operator on X p' Since 

(H(f,,) + rp = J (Hp(fn) + rtdP 

it will also follow that there is a self-adjoint operator, 
H(oo), on £2(R2) ® 5', such that {(H(fn) + r>-l;n E A} con­
verges strongly to (H(OO) + rtl as n ~ 00 for r > O. We 
show that inf (spectrum H(OO» = O. The contraction 
semigroups and unitary groups of H(fn) also are shown 
to converge to those of H(oo). 

H(oo) is the one polaron Hamiltonian without cutoffs in 
two space dimensions. H(OO) is defined on L2(R2) ® 5'. 
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Thus, it is not necessary to change Hilbert spaces when 
we remove cutoffs. 

This model is related to the one Nelson considered.! 
He investigated the case of a nonrelativistic free elec­
tron Hamiltonian in three space dimensions and was able 
to remove cutoffs without changing Hilbert spaces. 
Nelson's method is probably applicable to constructing 
a total Hamiltonian in Fock space for the model con­
sidered here. 

Another model which does not exhibit vacuum polari­
zation was considered by Eckmann. 2 He considered a 
three-dimensional model with the same singularity 
structure as the two-dimensional relativistic polaron. 
By expanding the resolvent in a Born series he was 
able to obtain norm convergence of the resolvents 
whereas we are only able to obtain strong convergence. 
Frohlich,3 has shown that Eckmann's techniques apply 
to the polaron model considered here. 

Work on Nelson's model and Eckmann's model has 
been extended in several interesting directions. 
Cannon,4 constructed the basic field theoretic objects 
for Nelson's model while Frohlich,5 obtained field 
theoretic properties for Eckmann's model. Albeverio6 ,7 
has worked on the scattering problem for Eckmann's 
model. Frohlich,8 has conSidered the infrared problem 
resulting when the bosons have zero mass. 

The techniques we employ do not involve dressing 
transformations, perturbation theory, mass gaps, or 
resolvent expansions and so are distinct from those 
previously mentioned. The point of view taken here is 
that one should be able to construct a total Hamiltonian 
once one has a phYSical ground state. In realistic 
models this is done via the Gel'fand-Naimark-Segal 
construction but for the simple model considered here 
this is not necessary. Thus while our results are not 
as extensive as those already cited our methods hope­
fully capture the spirit of realistic quantum field theory. 
Gross has taken this viewpoint in Ref. 9. 

He has conSidered the case of relativistic free elec­
tron energy and three or more space dimensions. Let 
(to be the set of all finite linear combinations of oper­
ators on 5' of the form exp[iR(g)], where g is in L2(Rd) 
andR(g) is given by (2.10). Gross chooses a C*­
algebra (t containing (to and finds a representation a of 
(t on a Hilbert space :Ie, and also a nonnegative self­
adjoint operator H on :Ie, and a sequence of cutoff 
functions {jn} such that [H(fn)(U 181 A >I1(fn», v 181 B>I1(!,.)] 
converges to [H(U 181 a(A)>I1 oo, v 181 a(B)>I1oo)] as n goes to 
00 in some subsequence of {I, 2, ... }, and where A, B 
are in (to and U and v are in Cc(Rd). In two dimensions 
it will be shown that one may take :Ie == 5' and that for 
every h in D(H( ""», there is a {hnl with hn E D{H(fn» 
and H(fn)h n --? H(oo)h. 

The results presented here have been announced in 
Ref. 10. 

2. A CUTOFF MODEL WITH FIXED TOTAL 
MOMENTUM 

A. Hamiltonians 

Our purpose here is to define the H p(f) of (1. 8). We 
follow Ref. 9 in making the definitions of this section. 

Let 5' denote symmetric Fock space over 5' 1 == 
L2(Rd, dk), where dk denotes Lebesgue measure on 
d-dimensional Euclidean space, Rd. In other words 5' 
is the Hilbert space direct sum of 5'n == the n-fold sym­
metric tensor produce of 5' 1 and 5'0 is the complex 
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numbers: 5' == ~:"=o 5' n' We will identify 5'n with the 
functions in L2(Rd'n, dk l' .. dkn) which are symmetric: 
5'n == Jg E L2(R d'n): g(k l' ... k,,) = g(kp(1)! ... , k p(n» 

for almost every (k1' ••• , kn) in R d'n and every permu­
tation p of { 1, 2, ..• , n}}. 

By S" we mean the Schwartz space of rapidly de­
creasing, infinitely differentiable complex functions on 
(Rd)n. Let & denote the vector subspace of 5' consis .. 
ting of all g == ~;:S>=o gn such that gn is in S" and gIl == 0 
for all sufficiently large n. By 5'0 we mean {.0:;,o g" E 
5': g" E 5'" and gn == 0 for all sufficiently large n}. 

For k in Rd we define the annihilation operator a(k) 
as follows. D(a(k)) == &. If g is in & n 5'" then a(k)gn 
is in 8 n 5' .. -1 and is given by 

(a(k)gn)(kl"'" kn- 1) == n1/2gn(k, kv ... , k"-l)' (2.1) 

a(k) is zero on 5'0" a(k) is then extended linearly. By 
a*(k1) .. . a*(kj,)a(k j + 1) . .. a(k,,) we mean the bilinear 
form on 8 x ~: 

g x h --? (a(k j + 1) .. . a(kn)g, a(k j ) ••• a(k1)h). 

If v is in L2(Rd'n), then the bilinear form 

g x h --? J v(kl' ... , kn)(a(k j + 1)' ., a(kn)g, a(kg ) •• • a(k1)h) 

x dk 1 .•. dkn 

defined on & x 8 is actually the bilinear form of a closed 
operator on 5' with core 8 (Ref. 9, p. 9). We denote the 
operator by 

J v(kl' ... , kll )a*(k1) ... a(kn)dk1 .. · dk". (2.2) 

For any self-adjoint operator, T, on 5'1' let y(T) 
denote its quantization, (Ref. 11, p. 223) y(T) is self­
adjoint and on 5'" is the closure of 

T® 1181 .•• 1811+1181 T.® 1181 .•• 181 1+ .,. + 1181 ••• 181 I®T. 

When T is multiplication by a nonnegative, measurable 
function h, (in this case we will write T == M h)' then we 
will say y{T) = J h(k)b*(k)b(k)dk, since for j and g in 
& n D(y(T» we have 

(y(T)j, g) == J h(k)(a(k)j, a(k)g)dk. (2.3) 

The mass of the phonon is a positive number iJ., which is 
fixed throughout this paper. The relativistic free phonon 
Hamiltonian, K == y(M w) is given in (1. 3) and w is given 
in (1. 4). 

For each measurable subset B C Rd and any real T. 

we define the local fractional energy operator 

NT, B == y(M;': XB)' (2.4) 

where XB is the characteristic function of B. When 
T = 0, we write 

NO.B==N B . (2.5) 

N B is "the number of particles with momentum in B" 
operator. When B = Rd, we write (2.6) 

Nr,B == N r • (2.6) 

If T == 0 and B == Rd, we write 

Nr,B == N. (2.7) 

Note that K == N l' 
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If T is multiplication by the ith coordinate function, 
k;, then we let Pi denote yeT) and write P == (Plo P 2, ..• , 
Pd ). Pi is "the phonon momentum in the ith direction" 
operator. For any positive number m, denoting the bare 
mass of the electron, the contribution of the electron 
kinetic energy to the energy of the polaron with total 
momentum P is the self-adjoint, closed operator, 
E m(P - P), where E is given by (1. 2). For fED 
(Em(P-P» n Wn we have 

(Em(P - P)f)(kl>"', k n ) 

== Em(Pl - kll -.,. - knl"" 'Pd - kld - ••• - k nd ) 

x f(kl' "', k n ), (2.8) 

where Pi and k ji are the ith coordinates of P and kj> 
respectively. 

For g in W 1 we define the smooth annihilation and 
creation operators by 

a(g) = jg(k)a(k)dk, 

a*(g) = j g(k)a*(k)dk. 

For such g we also define 

R(g) == (a(g) + a*(g»**. 

R(g) is self-adjoint (Ref. 11, p. 231). 

(2.9) 

(2.10) 

A cutoff function is a real valued, infinitely differen­
tiable function f on Rd with compact support and satis­
fying f(k) = f (- k). 

The Hamiltonian for the polaron of total momentum 
p, bare mass m and cutoff function f is 

(2. 11) 

For an explanation of the terminology see Refs, 12,4, 
or 13. 

Ht, m(P) is a self-adjoint operator which is bounded 
below, (Ref. 12·, p. 102). Let A (j, m, p) == inf (spectrum 
Hf. m(P». The physical polaron mass is a positive num­
be'r, m o' which will remain fixed throughout this paper. 
The finite mass renormalized Hamiltonian of total 
momentum p, momentum cutoff f, and physical mass mo 
is H'f(P) = Iit,m (p) - A(j, m o' 0) + mo' Instead of 
H'f(P) we will d'msider 

Ht(P) == Hj(P) - mo (2. 12) 

so that inf (spectrum (H AO))) = O. 

Ht(P) is self-adjoint and it is known (Ref. 12, p. 102) 
that 

inf(spectrum Ht(P» ~ O. (2.13) 

Also [according to (Ref. 12, p. 102)] zero is an eigen­
value of Ht (0) with multipliCity one. Let >¥f be a cor­
responding eigenvector with norm one: 

(2.14) 

>¥f is an infinitesimal rest state of total momentum zero. 

Let (to be the set of all finite linear combinations of 
operators of the form eiR(g), where g is an infinitely 
differentiable function of compact support. Then (to is 
an irreducible algebra and (toh is dense for any h in 5'. 
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Let T be a closed operator from one Hilbert space to 
another. A T-approximate sequence for yin D(T) == 
domain of T is a sequence {yn} C D(T) such that y .. ~ y 
and TYn 4 T y ' 

A subset D C D(T) is a core for T if for each y in D(T), 
D contains a T-approximate sequence for y (Ref. 14, p. 
166). 

Lemma 2.1: 8 is a core for 

(i) K(p) = K + Em (P - P), 
o 

m == 1, 2, .. , T:S 1, 

(iii) Nn/2E (p - p) 
r rna ' m == 1,2, ... , T :S 1, 

(2. 15) 

m == 1,2, ... , T :S 1, r real f 
a cutoff function 

(Vi) N'{'/2K, m == 1,2, ... , T ~ 1, 

(vii)N'{'/2R(g), m == 1,2, ... , T ~ 1, 
00 

g ED1 D(N~}. 

Proof: The operators in (i)-(vii) are all relatively 
bounded (Ref. 14, p. 190) with respect to KS for some 
sufficiently large integer s. Thus it suffices to prove 
that 8 is a case for KS. Let 80 == {g == 6"~og,, E 8: gil 
has compact support}. Then 80 is a dense set of analy­
tic vectors for KS and so is a core for KS by Nelson's 
theorem (Ref. 13, p. 583). Hence 8 is also a core. 

B. NT Bounds for fixed momentum states 

The basis for the estimates in this section is the 
following inequality due to Gross (Ref. 9, p. 23): 

" II a(kl}' .. a(k)hll:s n If(k j } Iw(kjtlll hll 
j= 1 

+ I;ag;:(kl> •.. , k,,)11 A(a)Hf(O)h II , (2.16) 

where n is a positive integer, a is a subset of {I, 2, ... , 
n}, the ~ runs over all such a, h is in 8,j is a cutoff 
function,A(a} = njWa(kj),g(l}(k} = w(k)-1 and where 
g~ is defined inductively by 

g':,:l(k l' ..• kn + 1} 

=(~: W(kj»)-l jf:x If(k j)lg,&(kl' ... ,ki , .. ·,kn + 1 ) 

unless a = {I, ... ,n + I} in which case g"+ l(kv ... , kn +1} 
= [L;r~\ w(k j })-1 a 

(where a II over an element means to omit that element). 
The proof of (2. 16) is based on the nonnegativity of Hf(p) 
and the commutation relations of Ht(p) with a(k). We 
shall shortly return to this technique in the proof of 
Lemma 2.12. 

For the remainder of this section f will be a fixed 
cutoff function and we will write Hf(P) = H(p), >¥f = '11, 
and Emo = E. 

Lemma 2.2: '11 is in D(Ks/2) for every nonnegative 
integer s. 

Proof: The inequality 

E(P - kl - . " - k n ) ~ w(k 1 ) + '" + w(kn} + Ip I + mo 
(2. 17) 
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shows that K(m+2)/2 and Km/2K(0) are relatively bounded 
with respect to each other. Thus 

D(K (m+2)/2) = D(Km/2K(0». (2. 18) 

By definition, ~ is in the domain of H(O) = K + E(- P) + 
R(f) - X(f, mo' 0)1. The lemma is th.erefore true for 
s = 2 and so for s = 0, 1 also. Inductively, assume the 
lemma is true for s = 0, 1, 2, ... , t. 

That is, we have 

Since H(O)'1' = 0, we have 

(ii) ~ E D(K(t-1)/2H(0». 

Since K (t-n'2R (f) is relatively bounded with respect 
to Kt/2, it is also true that 

(iii) ~ E D(K(t-l)/2R (f» 

Subtracting (iii) from (ii) gives 

(iv) ~ E D(K(t-1)/2K(0». 

Now we are done with (2. 18). 

Lemma 2.3: For any T:5 1, 1\ N}!j~1\ :5 IB If(k) 12 
x W(k)T-2dk. 

Proof For any h in 8 we have, by (2. 16), that 

II Nl!jhl\ = (NT,Bh, h) = (iaW(k)T(a(k)h, a(k)h)dk) 1/2 

:5 (IBw(k)T If(k)12w(kt2dk)1/21\ h1\1/2 

+ (J W(k)T-21\ a(k)H(0)hI\ 2dk)1/2. 
B 

Since W(k) 2: jJ. we have shown that for any h in 8 

I\Nl/2h1\ :5 (I If(k)12w(h)T-2dk)1/2I\hl\ + f-I T - 21INl/2H(0)hll. 
T,B (2.18( 

We saw in Lemma 2.2, that ~ is in D(K3/2) so by Lemma 
2.1 we may choose a K3/2-approximate sequence, {hn}, 
in 8,for~. Nf/j is relatively bounded with respect to 
K3/2. N1/2H(Oi is relatively bounded with respect to 
K1/2H(0) which is relatively bounded with respect to 
K3/2. Consequently NV~hn converges to Nt!; ~ while 
N1/2H(0)h converges to N1/2H(0)~ = O. Thus the 
lemma foliows from (2.18) by taking the limit h" ~ ~ 
and recalling the normalization 1\ ~1\ = 1. 

We again follow Ref. 9 in making the next definition. 

Definition 2.4: We have already observed that 8 
is a core for N1{2, where s is any open set in Rd. Thus, 
if h is in D(N1!2), there is a sequence {h n} C 8 such that 
h -.. h and N1'2 ~ N1/2h. The function k -.. a(h)hn is in 

n "S 
L2(S, 5') since h" is in 8. since 

(2. 19) 

it follows that {a(')h } is a Cauchy sequence of functions 
in L2(S ,5'). Thus, there is an element of L2(S, 5'), which 
we denote as k ~ a(k)h or a(')h or a(k)h, such that a(') 
a(')h" -.. a(')h in L2(S, 5'). Furthermore, 

I\N1{2h1l 2 = 11\ a(k)hIl 2dk. (2.20) 

Note that a(')h is independent of N1{2-approximate 
sequence, {h n } C 8, is used. If h happens to be in Nf./~, 
0:5 T, then h is also in N1{2. Choosing an NT~{2-sequence 
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for h in 8, {h n } and noticing that this must also be an 
N1/2 approximate sequence gives that w(·)T/2a(·)h" con­
ve~ges to something while a(')h" c?nverges to .a(·)~, 
Since multiplication by a real contmuous function IS a 
closed operator in L2(S, 5') we find that, for any h in 
N1/2 is relatively bounded with respect to N1t2 for 
T ';s"0, it is also true that for any h in N1{2, T:5 0 

1\ N1/2h1\2 = I w(k)T1\ a(k)hI\ 2dk. 
T. S S 

(2.21) 

Definition 2. S' We now define a sequence of approx­
imate o-functions. Put 

1 
for x :5 l/n, 

o,,(x) = c(n) exp[( Ix 12 - n-2t 1] f > 1/ (2.22) 
o or x n, 

where 

c(n) = J exp[( Ixl2 - n-2t 1]dk. 
Ix I'" 1/" 

for k in Rd put 

On, ,,(x) = o,,(x - k). 

These functions satisfy 

0" E CC(Rd), 

o :5 0" (x), for all x in Rd, 

II o,,(x)l\l = Io,,(x)dx = 1. 

(2.23) 

(2.24) 

(2.25) 

(2.26) 

(2.27) 

Given any open set U containing the origin in Rd, there is 
an integer M( U) such that n > M( U) implies support 
(0,,) C U. (2.28) 

Lemma 2.6: Fix v E Rd. For h in D(N1/2) the func­
tions h" given by hll(k) = a(o".R+v)h are in L2(S, 5') and 

limh n (') = a(' + v)h in L2(S, 5'), 

for any bounded measurable S C Rd. 

(2.29) 

Proof First we remark that since h E D(Nl/2), h 
is also in D(N1{2) for any S, and consequently a(')h is in 
L2(S,5'). By a(' + v)h we mean the translate of a(')h by 
- v. Thus a(' + v) is in L2(S, 5') also. Moreover, trans­
lation is continuous in L2(Rd, 5') so whenever v and z are 
sufficiently close inRd, then II a(· + v)h - a(' + z)hll is 
arbitrarily small. 

Now let g E L2(Rd). Then the function k ~ g(k)a(k)h 
is measurable from Rd to 5'. Since 

J IIg(k)a(k)hll dk:5 I 19(k)11\ a(k)hl\ dk:5 \\gI\2I\N1/2h\\, 
(2.30) 

it follows that the function g (. )a(')h is strongly inte­
grable. Next recall that S is a core for N1/2 and that 
A(g) is relatively bounded with respect to N1/2. Con­
sequently, we may choose {h n } in 8 such that 

(i) h" ~ h, 

(ii) N1/2h
n 

-.. N1/2h, 

(iii) a(' )h" -.. a(' )h" in L2(Rd, if), 

(iv) a(g)h" ~ a(g)h. 

Furthermore, from (2. 30) 

(v) I dg(k)a(k)h dk ~ J dg(k)a(k)hdk. 
R n R 
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Thus, from (2.9) 

a(g)h == 1~~ a(g)hn = J~~ fi(k)a(k)hndk l Rdg(lt)a(k)dk. 

Therefore we have verified that 

for h in D(Nl/2) and g in L2(Rd), (2.31) 

th~..function g(-)a(')h is strongly integrable and a(g)h = 
1 g(k)a(k)hdk. 

In particular 

hn(k) - hn(k 1) = 1 On,v+k(p)a(p)hdp - lo",v+k(p)a(p)hdp 

== 1 0n.v{p)(a(p + k)h - a{p + k1)h)dP. 
(2.32) 

Thus 

II hn(k) - h,,(k1 )!1 2 ::5 1 oll,v(P)1I a(p + k)h - a{p + hl)h II 2 dp 

is arbitrarily small by the remarks at the beginning of 
this proof and {2. 27}. The functions h" are continuous, 
hence weakly measurable and by the separability of (f, 
strongly measurable. From the inequality 

IIhn (k)I!(f::5 II 0n.v II L2(Rd) IINl/2hll(f 

it follows that hn (·) is in £2(S, (f).for any bounded 
measurable subset S of Rd. 

Finally we use (2.27) to make the estimate 

Is II a(on. k+v)h - a(k + v)hlldk 

(2.33) 

::5 fRd Is o,,(p)1i a(k + p + v)hIl 2dkdp. 

This estimate along with the continuity of translation in 
L2(Rd, (f) gives the desired results. 

Definition 2. 7: Let:re be a separable Hilbert space 
and S a measurable subset of Rd. Let h be in L2(Si:re) 
and U a unitary operator on :re. We define a new function 
Uh from S to :re by 

(Uh)(k) = U(h(k». (2.34) 

Uk is measurable since if g is in :re then k ~ (Uh(k),g) == 
(h(k), U-lg) is measurable. Furthermore II uhll == UII 
since II (Uh)(k)1I == II h(k)1I and UU-1h == h so U defines a 
unitary operator, which we also call U, on L2(S,:re) by 
U:h ~ Uh. 

Lemma 2.8: Let h be in D(N) and g in L2{Rd). Then 
e iR (g)h is in D(Nl/2) and for almost every k in Rd we 
have 

a(k)eiR(g)h == eiR(g)a(k)h + ig(k)eiR(g>h. (2.35) 

Proof: First let h be in (f0. Put En == D~=o(is/S!) 
R S(g). 

The commutation relations 

[a(v), a*(z)) == (z, v), 

[a(v), a(z)] == 0 

combine to give 

[a(v),R(z)] = (z, v) 

valid on 5'0, for v, z in L2(Rd). 
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(2.36) 

(2.37) 

(2.37) gives 

(i) a(v)En = Ena{v) + i(g, v)En-1 

also valid on (fo. 

5'0 is a set of analytiC vectors for R(g) so 

(ii) En a( v)h -> e.R Wa( v)h 
and 

(iii) i(g, v)E,,_1h ~ i(g, v)eiR(g)h. 

Since a(v) is a closed operator, (i)-(iii) show that for 
h in (fO, eiR(g)h is in D(a(v» and 
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a(v)eiR(g)h == eiR(g)a{v)h + i(g, v)e·R(g>h. (2.38) 

Since 5'0 is a core for NI/2 and since N1/2 relatively 
bounds a(v), it follows from (2.38) that if h is in D(Nl/2~ 
then eiR(g)h is in D{a(v» and (2.38) is valid for h in 
D(Nl /2). 

[We have again used that a{v) is closed.] 

Now assume h is in D(N). Then by (Ref. 9, p. 64) 
eiR(g)h is in D(N) C D(N1/2). Replacing v by on kin 
(2.38), taking limits as n ~ "'" in (2.38) and using (2.29) 
shows that the square integrable function k ~ a(k)eiR(g>h 
equals the function k ~ eiR(g)a(k)h + ig(k)eiR(g>h. This 
is (2.35) 

Lemma 2.9: Let g E (f 1 = L2(Rd) be in the domain 
of Nt/2. Then Nl/2e iR(g) is relatively bounded with re-

T,S / T,S 
spect to N; l. In particular, if h is in D(Nl/2), then 
eiR(g'}Jz is iIi D(N1/2) and T, S 

T,S 

(2.39) 

Proof: First let h be in 8. Then h is in D(N T $) so 
by (Ref. 9, p. 64), eiR(g)h is in D(Nr $) C D{Nl.1~). Accord-
ing to (2.22) we may write • , 

(i) IINf:~eiR(g>k1l2 == Is w(k)Tlla(k)hU 2dk. 

By Lemma 2.28 we have the estimate 

(ii) I1N}~~eiR(g>hll::5 (1 (II w(k)rI2e iR (g)a(k)h 

+ II w(k)rIZig(k)e iR(g>hIl)2dk)1/2 

::5 IINV.~hll + IIN}~~gll IIhll. 

Since 8 is a core for NV~, since eiR(g) is unitary and 
since N }:~ is closed, we 'are done. 

Definition 2.10: Put Rj(P, r) "" (Hj(P) + r)-l, for p 
inR2,r> O. In this section where we have fixed the 
cutoff function fwe will write R(P, r) ::: RAP, r). 

Lemma 2.11: If g E 5'1 = LZ{Rd) is also inD(K), 
thenR(p,r)eiR(gh{l is in D(K3/2). 

Proof: From the previous lemma with T == I, S = Rd 
we find tha,t eiR(gh{l is in D(Kl/2) so that RCp, r)eiR(g)w 
is in D(Kl/2(H(P) + r». From (2. 11) and (2. 12) it is 
also true that R(P, r)eiR(g>w is in D(K) C D(Kl/2). Con­
sequently,R(p,r)eiR\gh{l is in D(Kl/2(H(P))). Since 
K112R(g) is relatively bounded with respect to K, we 
also have thatR(p,r)eiR(g)w is in D(Kl!2R(g» and 
therefore in D(KlI2K(O». We are done by (2. 18). 

Lemma 2.12: for h in D(Ni!~,$(H(P) + r» 

!\Nl(lhl! ::5 <Is w(k)r-2(f(k»2dk)1/2I1h!\ + IINl~~s(H(P) + r)hll. 
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Proof: On 8 the following computations are valid. 

H(- k + p)a(k) 

= a(k)H{- k + P) + [H(- k + P), a(k)] 

= a(k)H(- k + p) - w(k)a(k) 

- f(k) + [E(- k + P - P),a(k)] - a(k)H(P) + a{k)H(p) 

= a(k)(E(- k + P -P} - E(P -P» - w(k)a{k) - f(k) 

+ [E(- k + p -P), a{k)J + a(k)H(p). (2.40) 

However, 

a(k)(E(- k + P + P) - E(P - P» = a(k)E(- k + P - P) 

- E(P - k - P)a(k) = - [E(- k) + P - P), a(k)]. 

Thus on 8 

(H(- k + P) + r)a(k) = - w(k}a(k) - f(k) + a(k)(H{p) + r). 
(2.41) 

From (2. 13),H(- k + P) + r is nonnegative so 

o :".S «(H{- k + P) + r)a(k)h, a(k)h) 

Thus 

= - w(k)1I a{k)h1l2 - f{k)(h, a(k)h) 

+ (a(k)(H(P) + r)h, a(k)h). 

lIa(k)hll :".S lJ(k) Iw(kt1l\hll + lIa(k)(H(P) + r)hll w(k)-1. 
(2.42) 

We are done with (2.41) and (2.21) or (2.22), for h in 8. 
Since 8 is a core for Nt~~.s(H(P} + r} and since Nl:: is 
closed, we are done. . 

Lemma 2.13: suppose g E 5'1 n D(Nlil,s} for some 
T:".S 1. Then 

IINT7~2qll :".S (1 + l/r)IINHl.J11 + IINH1,sgll, 

where q = R(P, r)eiR(g}if!. 

Proof: By Lemma 2. 11 q E D(K3/2). Let {q } c g 
be aK3/2-approximate sequence for q. Since N~!~ 
(H(P) + r) is relatively bounded with respect to K3'2, 
{q,,} is also a NT~~~ s(H(P) + r) approximate sequence. 
Apply Lemma 2.12 to q" and take limits. We may con­
clude that {N~~~, sq ,,} is a Cauchy sequence. Since Nl,l: 
is closed we may also conclude that q D(Ni:;) and 

IINl::qll:".S IINl!l • .tII·!lql! + II Nlil,s(H(P) +r)qll. (2.43) 

The desired result now follows from Lemmas 2. 9 and 
2.3. 

Remarks on Section 8: 

(a) Lemma 2.2 implies that >It is in D(NS) for all in­
tegers s. In fact, >It is an entire vector for N, (Ref. 15, 
p.150). 

(b) H we write >It = 6:"=0 >It n' where >It" is in 5' n' then 
the finite particle components, >ltn' of >It are continuous 
functions and we can use (2. 1) to define the action of 
a(k) on each >It n and so on >It, (Ref. 15, Sec. III. 2). Then 
(2.16) is valid for h replaced by >It or >It n and the last 
sum in 2. 16 is zero since Hf(O) = O. This gives further 
estimates: 

(c) Using the just mentioned variation of (2.16) one can 
show that >JI is in D(Ni,ls2) for all T. Then one can show 
that Lemma 2. 13 is valid for all T also. 
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(d) Nelson's method of mass renormalization 1 was 
used in (2. 12) rather than that suggested by Gross,9 
Frolich16 has shown that the method of Ref. 9 leads to 
a trivial dynamics whereas the dynamics here have a 
momentum dependence as will be proved in Theorem 
3.11. 

C. Sobolev bounds for fixed momentum states 

We again follow Ref. 9 and make the next definitions. 
Let C~(S, 5') be the infinitely differentiable functions 
from S to 5' with compact support for any open subset 
S of R d. We say that h in L2(S, 5') is weakly different­
iable in L2(S, 5') if there are functions hi in L2(S, 5'), 
i = 1,2, .•• , d, such that for all cP in C~(S, 5') we have 

- (-!!:' h) s = (CP, hj)' (2.45) 
J 

where k j is the jth coordinate of k = (k 1, •.. , k d) and 
where, for any v and z in L2(S, 5'), 

(v, z)s = Is (v(k), z(.~»dk. (2.46) 

We denote h. by ah/akj' Recalling Definition 2.4, we say 
that h in D(Jb{2) is weakly differentiable if k --7 a(k)h is 
weakly differentiable. We define the Sobolev space 

5'l(S) = {h E D(Nl~2): h is weakly differentiable}. (2.47) 

5' l(S) is a Hilbert space in the norm II'I! s where 

IIhll~ = Uhll5' + IiN112h ll5' + 'Lj=1 JII-a a(k)hI1 2dk. 
okj (2.48) 

If h 4: 5'1(S), then put Ilhll s = "". 
In Sec. C,fwill be a fixed cutoff function. We will 

write Hf(P) = H(P), >It f= >It,E ma = E and RAP, r) = 
R{P, r). 

Proposition 2.14: [Gross,Ref.9,p.34j: For any 
open set Sin R d, >JI is in 5'1(S). H 1I>1tli = 1, then 

If(k) \2 If(k) 12 I Vfl 2 
1I>1tlls S 1 + Is --dk + 8d 1 -- dk + 21, -- dk, 

w(k)2 s w(k)4 s w(k)2 

where Vf denotes the gradient of f. 
(2.49) 

Lemma 2.15: Fix a vector c in Rd and normalize 
IIwll = 1. 

Let 1 be a bounded function on S and let g be in C~(Rd). 
Then 

Is l(k)lIa(k + c)eiR(g)l}i' - a(k)e i R(g}if!1I 2dk 

S 81c12 J ~ If(k + c)12 dk 
s W(k)2 w(k + c)2 

+ 2 J l(k) If(k) - f(k + c) 12di? 
s w(k)2 

+ 2 Is l(k) 19(k + c) - g(k) 12dk. 

Proof: Let Q be the left side of the inequality in 
the statement of the lemma. Then by Lemma 2. 8 we 
may write 

Q:".S Is 1(k){2I1e iR(g)(a(k + c)>It - a(k)>It)1I2 

+ 2I1i(g(k + c) - g(k»e i R.(g}if!1I2}dk. 

Q :".S Is 1(k)2I1a(k + c)l}i' - a(k)>lt1l 2 dk 

+ 2 Is l(k)lg(k + c)-g(k)1 2dk. 
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The proof of Lemma 3.7 in [Gross, Ref. 9, p. 33] shows 
that 

i l(k)1I a( k + c)\II- a(k)\II1I 2dk 

:::s81c1 2 (1(k) If(k)+cI 2
dlz 

• w(k)2 w(k + c)2 

+ 2 fs l(k) If(k) - f(k + c) 12d,~. 
· w(k)2 

Combined with the previous inequality this finishes the 
proof. 

Lemma 2.16: Fix c in Rd and g in C~(Rd). Then 
for any open set S in Rd we have 

is II a(k + c)R(p,r)eiR(g)\II- a(k)R(p,r)e iR (g)\II11 2dk 

:::s 121c12(1 + l/r)".c211N..1£~s_cfll+ 12IcI211N..V.~_cgll/J.-2 

3 ( I f(k) - f(k + c) 12 
+ - dk 

r . S w(k)2 

I I 
lJ(k + c) 12 

+ 24 c 2 J dk 
s w(k + c)2w(k)4 

( 
If(k) - f(k + e)12 

+ 6 dk 
• s w(k)4 

r Ig(k + c) - g(k)]2 
+ 6 s dk. 

· w(k)2 

Proof: Let h be in 8. If k, k 1 are in Rd and if we 
put oa == a(kl) - a(k) then 

w(k)II(oa)hll :::s2Ik-kll IIa(kl)hll 

+ If(k)-f(kl)1 IIhll + II (oa)(H(p) +r)hN. (2.50) 

The proof of this inequality is essentially given in 
[Gross, Lemma 3.6, pp. 32-33J. All the reader need do 
is replace H(- k) by H(- k - p) + r, replace E(- P + q) 
by E(- P + q + P) where q may be 0, k, or kl, and re­
place H(O) by H(P) + r whenever these operators occur 
in the cited proof. 

+' is in D(K) by definition so eiR(g) \II is in D(Kl/2) by 
Lemma 2.9 and, putting q = R(p,r)eiR(g)-.p, we have 

(i) q E D(Kl/2(H(P) + r). 
But 

(ii) q E D(H(P) + r) c D(K~ c D(Kl/2) 

so from (i) we deduce 

(iii) q E D(Kl/2H(P». 

Since Kl/2 R (g) is relatively bounded with respect to K 
from (ii) we see that q is in D(Kl/2R (g» and so from 
(iii) it follows that 

(iv) q E D(Kl/2K(P». 

From (2.18) it now follows that q E D(K3/2). Since 8 is 
a core for K3/2 and since both Nlf2 and Nlf2(H(P) + r) 
are relatively bounded with respect to K3/2, we may 
choose a K3/2-approximate sequence, {h,,}, for q, in 8 
satisfying 

(a) h" --7 q == R(P, r)eiR(g)\II 

(b) a(')h" --7 a(·)q in L2(S, 5') 

(c) a(')(H(P) + r)h n --7 aOeiR(g)\II, in L2(S, 5'). 
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Putting kl == k + e and h == hl1 in (2.50), we find 

II a(k + c)h" - a(k)h" II :::s w(k)-1{21 e I II a(k + e)h" II 

+ Ii(k) - f(k + c)1 II hMII 
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+ lI(a(k + e) - a(k))(H(P) + r)h n Ii} . 
(2.51) -

Taking the limit n --7 00 in (2.51), using (a), (b), (c) above, 
and the fact that for any nonnegative numbers O!, (3, y 
it is true that (O! + (3 + y)2 :::s 30!2 + 3(32 + 3y2, we find 

is lI(a(k + c) - a(k»qll2dk 

:::s 121cl 2is lIa(k+ e)qIl2~ 
W(k)2 

IIqll2 
+ 3 is If(k) - f(k + c) 12 - dk 

w(k)2 

+ 3 r II(a(k + c) - a(k»e iR (g) \II II 2 ~ • 
• s w(k)2 

(2. 52) 

If we replace the first integral with 12/J.-2IcI 211Nlilqll2 
and estimate this by Lemma 2. 13, if we note that 
IIqll :::s l/rll eiR(g)\IIII == l/r and if we use Lemma 2. 15 
to estimate the last integral, then we obtain the desired 
inequality. 

Lemma 2.17: Let h be in D(Nl{2). 

If 

q. == lim sup-.!.. J U(a(k + re
J
.) -a(k»hIl 2dk < 00 

J r-+o r2 s 
for j = 1,2, ..• , d, where e, is a unit vector in the jth co­
ordinate direction, then h is weakly differentiable and 

lla!. a(k)hll!2(S.'f):::S qj' 
J 

Proof: The proof of this lemma can be found in the 
proof of PropOSition 3.8 of [Gross, Ref. 9, p. 35J. 

Proposition 2.18: Let S be an open set in Rd, fix 
P in Rd, r > 0 and g in C~(Rd). Normalize II \1111 == 1. 
ThenR(p,r)eiR(g)\II is in the SObolev space ff1(S) and 

IlR(P, r)eiR(g)+'Il~ :::s;- + (1 +;-) IIN¥~.f1l + 1/ Nl~~g ~ 

+ 12(1 + ;-)W211N..v.~1I + 1211N..y,2sglk2 

+ .! Is 1 Vfl2 dk + d(24) is If(k) 12 dk 
r W(k)2 w(k)6 

IVfl2 IVgl2 
+ 6 J -- dk + 6 is -- dk 

s w(k)4 w(k)2 

Proof: This follows from Lemmas 2. 17,2.16 and 
the fact that 

11 R(P, r)e iR (g) \1111 :::s (l/r)]] eiR(g)\II1I :::s (1/r)1i it II = (l/r). 

Remarks on Sec. C 

(a) Proposition 2. 14 asserts that \II is weakly differen­
tiable. In Ref. 15 it was shown that the finite particle 
components of \II, \II" E 5',,(\11 E:,=o \lin) are actually 
differentiable functions and the map k --7 a(k)it is dif­
ferentiable from Rd to 5'. 

(b) As suggested by Lemma 2. 15, eiR(g)\II is weakly 
differentiable if g is in C~(Rd) and 

~ akeiR(g)\II = eiR(g) ~ a(k)\II + i~ (ll)eiR(g)\II. 
ak

j 
ak i ak i 
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3. REMOVING THE CUTOFF IN TWO SPACE 
DIMENSIONS 

For this last section we will restrict our attention to 
the case of two space dimensions, d = 2. We assume the 
normalization \I >It f 1\ = 1. 

A. The case of fixed total momentum 

fu this section 8 = 8'Y will denote a cube in R 2 : 8'Y = 
{(kl' k 2 ): I k i ' < r, i = 1, 2} for r > O. By a' .. (8) we mean 
the n-fold symmetric tensor product of L2(S), By a'(8) 
we mean Fock space over L2(8): a'(S) = I; .. ~o a' .. (8). 
We will identifya' .. (S) with a closed subspace of a'1I = 
a' ,,(R2) by extending functions initially defined on 8" to 
be zero onR2 ... - S". 3'(8) is also identified with a 
closed subspace of 3' in this manner. It now makes 
sense to write IIh II 5' where h is in a'(8) and 11-11 is given 
in (2.48). Let 3'1(£2(8» == {h E a'(8): IIhll s < ""}, With 
norm 1I'lI s ' 

Lemma 3.1: Bounded subsets of ~P(L2(8» are pre­
compact in 3'(S). 

Proof: According to [Gross, Ref. 9, p. 37] there is 
an operator L on 3'(S) with domain D(L) == 3'1(L2(8» 
satisfying 
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(3.5) 

are precompact in a'. 

Proof: The proof consists of Lemma 3.1 along 
with the estimates of propositions 2.18 and 2.14, and 
noting that 3'(8) is a closed subspace of 3'. 

Lemma 3.3: Let {h,.} c a' and suppose 

(3.6) 

for some T > O. Then for every € > 0 there is a cube 
8 such that for all n 

(3.7) 

Proof: Let M1 = sup IINlf2h,.II and let E> 0 be 
• n 

gIven. 

w(k) is a positive radial function which increases 
monotonically to co as I k I ~ "", so there is a cube 8 such 
that for k outside 8, 

W(k)T > M~/€2 == M. (3.8) 

Put 8 n,c = R2 .. - 8" and 

IIh II s = 11 Lh II a'(S) (3.1) 81==R2x ... XR2XR2-8xR2X ... XR2, (3.9) 

for all h in 3'(S). 

Let B be a bounded subset of a'1(L2(8)). Then by (3. 1) 
LB is bounded in a'(S) and since r 1 is compact, L-ILB = 
B is precompact. 

Let P(8) be the projection of a' onto 3'(8). On 3'0' 
P(S) = I. On a' nP(S) is just multiplication by X"' the 
characteristic function of 8 ft

• If h is in & then 

a(k)P(8)h - 1 P(S)a(!,.)k kas - 0 kas. 

If h is in D(NV}), h == ~ hrr' hn E 3' n' then so is ~ Xnh .. = 
P(8)h, and IINPs2p(S)hll :$ IINV~hll. Thus, if h is in 
D(N1£2) then s'o is P(8)h and a(k)P(S)h == P(8)a(k)h for 
almost every k in 8 where if g: R2 ~ a' then (P(S)g)(k) == 
P(8)g(k). Since P(8) is bounded P(8) leaves C~(R2) 
invariant and 

P(8)J-g == ~ P(8)g 
ak j ok j 

for all g in C';'!(R2). Consequently, if hE a' is weakly 
differentiable then so is P(8)h and for almost every ,~ 
inS, 

o -
-a(k)P(S)h == P(S)-o-a(k)h. 
okj okj 

Corollary 3.2: Let Un} be a sequence of cutoff 
functions satisfying 

and 

s~p UVfnll L2(S) < "". (3.3) 

Fix gin C'C(R2),P in R2 and r > O. 

Then the sequences 

where of the n factors in S7 only the ith is R 2 - 8. Then 

II (I - P(S»h .. 1I2 == L):= 1 is m. c Ihnm(k) 12dk 

:$ L):'=l Lr;1 J In w(k i )M"1Ihnm(ii)1 2dk 
S i 

:$ IIN1{2hn II 2M-l :$ M~M-1 == E2, 

where k denotes a generic element of R n-2 with com­
ponents (k 1 , ••• , k n ), k i E R2 and h n = L);=oh nm with 
h nm E a'm' 

Corollary 3.4: Let Un} be a sequence of cutoff 
functions satisfying 

(3. 10) 

for some 1 > T> O. Then for every E > 0 there is a 
cube S( E) such that 

(3. 11) 

for all n where either {h n } = {>It/,} or {hn } = 
{(H/, (P) + r)-le iR (g) >It/, },for g E"C'C(R2),r > 0 and 
p E'R2. n 

Proof: The proof consists of applying the previous 
lemm'l. with the estimates of Lemmas 2. 13 and 2. 3 and 
the hypothesis (3.10). 

Proposition 3.5: Let {fn} be a sequence of cutoff 
functions satisfying (3.2), (3. 3) and (3. 10). Fix gin 
C~(R2),P inR2 and r > O. Then, in every subsequence 
Ao of {I, 2, ... ,} there is another subsequence A C Ao 
such that 

{>ltn:nEA} 
and 

{R n(P' r)eiR(g)>It n: n E A} 

(3. 12) 

(3.13) 

(3.4) are convergent sequences in a'(R 2), where we have put 

and >lt n = Vfn and Rn(p,r) == (Hfn<P) + r}-l. 
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Proof: For each cube S and real r > 0 we may, by 
corollary 3. 2, find a sequence A( g, p, r, S) C Ao such that 

{P(S)hn: n E A(g,p,r,S} (3. 14) 

are convergent sequences in B' where either {hn} = {'lin} 
or {hn} = {Rn(P' r)eiR(g)'lin}. By the diagonal process 
and the fact that 0 < a < b implies SaC S b which implies 
IIp(Sa)X1I :s II P(Sb)XII. we may find a sequence A(g,p,r) 
such that 

{P(S)hn: n E A( g; p, r)} (3. 15) 

are convergent in B' for every cube S. 

Let E > 0 be given. By corollary 3. 4, let S be a cube 
such that 

(3. 16) 

By (3. 15) choose an N such that n, m > N imply 
Iip(S)hn - P(S)hm II < E/2. Then for n,m>N,IIh,,-hmll:s 
IIp(S)(hn - h m)1I + II (I - P(S»hn [I + 11(1- P(S»hm II < E. 

Lemma 3.6: Let A be a subsequence of {t, 2, ..• } 
such that {'li : n E A} converges to a limit 'li "". If 
{R (P, r)e iR1g)'li n: n E A9}converges for some infinite 
Ao"C A then so does {RntP,r)eiR(g)ifeo: n E Ao}. Further­
more both limits agree. 

Proof: Both assertions follow from the triangle 
inequality and the estimate IIRn(p,r)eiR(g){'lin - if""),, 
:s l/rllif n - 'lieoll. 

Definition 3. 7: Let g be a Ceo, real function onR 1 
that is one on (- 1/2, 1/2), takes values between one and 
zero and vanishes outside [- 1,1]. For each positive 
integer m define g m on R 1 by 

P ifx < m 
gm(x) = Ig(1/4 + x - m) if x 2: m. 

Then g m is Ceo, is one on (- "", m], takes values between 
one and zero and vanishes outside (- "", m + 3/4). We 
now define the realistic cutoff junctions fn' having real 
couPling constant A, by 

(3. 17) 

for x inR2. Note that: 

(a) fn is a cutoff function; 

(b) 

(c) 

(d) 

(e) 

(f) 

(g) 

(h) 

(i) 

support (f m) C {x: Ix I < m + 1}; 

fm(x) = AW(xt l / 2 if lxl < m; 

If m(x) I :s Aw(xtl/2; 

f m has the same sign as A; 

sup s1,lp II a/axif mil "" < ""j m , 

sup \I Vf II 2 < "" for any bounded measurable 
m m L (8) 

subset S c R 2; 

sup II f m \I L2 (S) < eo for any bounded measurable 
m 

subset S c R 2; 

sup IINHI f mll2 < "" for any 'T < 1. 
m 
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Of (a)-(i) only (1) requires a proof: 

IlNl!1 f m 112 = J,R2 W(k)T If m (k)2dk 

l eo 12lf :s A2 0 0 (r2 + tL 2) (r-3)/2rd8dY 

A2.~ • /l'T-l if 'T < 1. 
1- 'T 

Thus {fn} satisfies (3.2), (3. 3), and (3. 10). For the rest 
of Sec. 3, Un} will denote this particular sequence of 
cutoff functions. We will also put ifn = iff",Hfn(P) = Hn(P) 
and Rn(P, r) = (H,.JP) + r)-l. Normalize so that 
lIifnll=1. 

Theorem 3. 8: There is a subsequence A in every 
sequence Ao c {l, 2, ..• } and a bounded operator Reo(p,r) 
for each p in R 2 and complex r not in (- "",0] such that 

(i) 

(ii) 

lim 'lin exists; we let if "" denote this limit, 
~€A' II if ""II = 1; 

strong-limit Rn(p,r) =R",,(p,r). 
n .... "" 
nE:A 

Furthermore,if r> O,R/lO(p,r) is both self-adjoint and 
nonnegative. 

Proof: By proposition 3. 5, in any sequence Al we 
can find, for each p in R 2, r > 0 and gin CC'(R 2), another 
sequence A(p,r,g) C Ao such that the sequences (3.12) 
and (3.13) converge. Choose a particular Po, r 0' and 
go and let 'li "" = lim {if .. : n E A(Po' r 0' go)}' By Lemma 
3.6 we have n""/lO 

lim R .. (Po' r o)eIR(go)'li "" = lim R ,,(Po' r o)e·R(go)'li n' 
"EJ\(po,ro·go ) "EA (Po,ro.¥o) (3.18) 

Let J be a countable dense subset of B' consisting of 
finite linear combinations of elements of the form 
eiR(g)'li"",g E CC'(R2). Let eiR(gO>if/lO E J. Then, by 
the diagonal process we can choose a sequence A(P, r) 
of A(Po' r 0' go) such that 

limRn(p,r)vexists, (3.19) 
n .... "" 
nEA(p.r) 

for all v in J. Since {R ,,(P, r)} is a sequence of uniformly 
bounded linear operators converging strongly on a 
dense set we may conclude 

lim Rn(p,r)h n->/lO 
nEA(p,r) 

(3.20) 

exists for all h in B'. The set of all complex numbers, 
c, such that (Hn(p) - ctl exists and are uniformly 
bounded is open in the complex plane [Ref. 14, 427], and 
contains all c not in [0, /lO) because the Hn(p) are non­
negative, self-adjoint operators. Consequently, this set 
of boundedness [Ref. 14,427] is connected. Fix p and 
let A(p) = A(P, r 0) for some r 0> O. The set of all C's 
such that {(Hn(P) - c)-I: n E A(P)} converges strongly 
is lmown to be a union of some of the components of 
the set of boundedness, [Ref. 14, p. 427J. In this case, 
the set of boundedness is itself the only component and 
so the set of complex c's such that {(Hn(P) - ctl} 
converges strongly is either empty or is the set of 
boundedness. Since - r 0 is in this set it can't be empty 
and we may conclude that 

lim R ,,(p, r)h (3.21) 
n->/lO 
nEA(p) 

exists for all complex r not in (- 00,0] and h in B'. 
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Let Q be a countable dense subset of R2. By the dia~ 
gonal process we may choose a sequence A such that 

(3.22) 

exists for all p in Q and complex r not in (- "",0]. 

Let € > 0 be given. Put a(r) == r-1 if r > 0 and 
a(r) == I Im(r) 1-1 if r is not real. Let p E R2 be arbi­
trary. Choose g E Q such that Ip - q I < €/3a2I1hll. 
Then the resolvent equation 

R,,(P, r) - R,,(q, r) == R,,(p, r)(E(q - p) - E(P - P»'R,,(q, r) 

and II (E(q) - E(p»**1i < \p - q\ give the estimate 
II(R,,(p,r) -R,,(q,r»hli < €/3. Choose N so large that 
n, m > N imply II(R,,(q,r) -Rm(q,r)hll < €/3. Then 
along with the triangle inequality and the previous in­
equality we find that for n, m > N, Ii(R m(P' r} -
R,,{P, r)hli < € so that 

lim Rn(p,r)h 
n-+OO 

"EA 

exists, for all p in R2, complex r not in (- co, 0] and h in 
5'. We define 

R ""( p, r) has norm bounded by a(r) since this is true of 
eachRn(p,r). Ifr > O,thenR(p,r) is symmetric and 
nonnegative since eachRn(p,r) is. 

Lemma 3.9: Strong limit r Roo(p,r) == I, uniformly 
r-,>OO 

T Nal 
for p in compact subsets of R2. 

Proof: First we give the proof for p ::::: O. If suffices 
to prove convergence on the set J of Theorem 3.8. Let 
hE J. 

Then 

h == lim h ,where h == (eiR(gl) + ... + eiR(gm»v 
n_OO n n n 
nEA 

for some gi E Cc (R2}, i == 1, ... , m. Note that 
Rn(O,r)H,,(O)h .. == hn -rRn(O,r)hll • Since h .. ~ h, it 
follows that R ,,(0, r)H .. (O)h .. converges for n E A and 

lllim (9,,(0) + rt1H"(0)h,, II ~ l/r sup IIH "(O)h,, II. (3.23) 
n- n 

By (Ref. 9, p. 66), (3. 23) yields a number 00 > M> 0 such 
that 

(3.24) 

Next observe that IIR,,(O, r)h - Rn(O, r)h" II ~ IIh - h)' ~ 0 
so 

lim Rn(O, r)h == lim R .. (O, r)h. 
n-iX) n_OO 
"EA nEA 

Consequently, 

r'limR,,(O,r)h == lim hIt -lirnR"(O,r)H,,(O}h,, 
n-+OO n_OO n_OO 

== h - lim R,,(O, r)H,,(O}h .. 
" .... "" 

and by (3.24) 

lim r R 00(0, r)h = h. 
,. .... 00 
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Notice that from the resolvent equation. 
II R,,(P. r) - Rn(q, s)1I ~ I (P - q)/(r' s) I. Taking the 
limit n ~ co, n E A gives 

IIR oo(p,r) -Rco(q,s)1i ~I(q - s)/(r·s)l. (3.25) 

The observation Iir(R",,(p,r) -R ",,(0, r)1I < IPirl finishes 
the proof. 

Corollary 3.10: The null space of R",,(P, r) is{O} for 
all r not in (- "", OJ and p inR2. 

Proof: The null space of R(P, r) is independent of 
r and R(P, r) satisfies the resolvent equation (Ref. 14, 
p.428), 

(3.26) 

If R",,(p,r)h == 0 for some h then lim r Roo(p,r)h:::: o. By 
y ... CO 

the previous lemma h == O. T real 

Theorem 3.11: For eachp inR2,there is a self­
adjoint operator H co(P} such that R{P, r} == (H co{p) + rp 
for all r not in (- 00, 0]. H(P) is nonnegative. ° is an 
eigenvalue of H(O) with v"" as an eigenvector. 
D(Hco(p» == D(H",,(g» and [H",,(P) - Hco(q)]** == 
[E(P - P) - E(q - P)]** is bounded. 

Proof: By Theorem 3.8 and Corollary 3.10, there 
is a closed operator H",,(p) such that (HooCp) + r)-l = 
R",,(P, r) for all r not in (- "",0], (Ref. 14, p. 428). For 
each r > O,Hoo(p) + r is symmetric since Roo(p,r) is 
self-adjoint. Thus, H ",,(P) is symmetric and since the 
spectrum of Hoo(p) lies in [0,00) we may conclude that 
Hoo(P) is both nonnegative and self-adjoint (Ref. 14, 
p.271). 

(Hoo(O) + r)-lvoo == limRn(O,r)vn = lim vn/r == voolr. 
n .... OO n ....... CO 
"EA n EA 

Thus v 00 is in the range of (H 00(0) + rtl and so in the 
domain of Hoo(O). 

Furthermore (Hoo(O) + r)\fI oo == r>ltoo so H",,(O)\fI oo == O. 

D(Hoo(P» ::: range ([H",,(P) + r]-l) 
== {lim (Hn(P) + r)-lh: h E g:} 

n"''''' 
== {lim (Hn(q) + rph + Rn(q,r)(Hn(p) 

n-oo 
-Hn(q»Rn(p,r)h: h E g:} 

C Range (H co(q) + r)-l == D(H ",,(q». 

By symmetry, therefore,D(H(p» ::: D(H(q». We already 
know that II[E(P - P) - E(q - P)]** 11 ~ lp - q I so all 
that remains to be verified is that 

[H",,{P) -Hoo(q)]** == [E(P - P) -E(q - P)]**. (3.27) 

To verify this we again use the resolvent equation 

R,,(p,r) -R,,(q,r) == R"(j:,,r)(E(q - P) - E(P - P»R,,(q,r). 

Since E(q - P) - E(P - P) is defined and bounded on the 
range of Rn(q, r) for all n and since the {R n(P' r)} are 
uniformly bounded we may take limits as n ~ "" in A 
and write 

R ",,(P, r) - R oo(q, r) 

== R ",,(p, r)[E(q - P) - E( P - P)]**R ",,(q, r). (3.28) 
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Apply Hoo(p) + r to the left and Hoo(q) + r to the right 
giving 

H oo(P) - Hoo(q) = [E(q - P) - E(P - P)]** on D(Hoo(q)). 

Corollary 3.12: 

(i) strong limit (H .. (P) + r)-l = (Hoo(P) + rp for all ..... 00 
.. EA 

complex r not in (- 00, 0]; 

(U) strong limit e -tHn(P) = e -tH",(p) for all t =:: O· 
n~~ , 
nEA 

(iii) strong limit eitHn(P) = eitH",(P) for all real t. 
n ... CO 

.. EA 

Proof: (i) restates the previous theorem. (ii) and 
(iii) follow from (i) and operator theory, (Ref. 14, p. 502). 

Definition: H oo( P) is the polaron Hamiltonian without 
cutoffs and total momentum p. 

B. The polaron with cutoffs 

We have already defined the Hamiltonian for the polar­
on of total momentum p, H, (p). In this section we first 
define the Hamiltonian for the polaron with cutoffs as a 
direct integral of the Hf(P) over p inR2 and then state 
the connection of this description with the more famil­
iar (1. 6). 

Lemma 3.12: Let f either be a cutoff function or co 

and put R(P, r) = (HiP) + r)-l, where r is any complex 
number not in (- 00,0] and p is in R2. If h is in L2(R2, 5'), 
then the5'-valued function on R2, R f(r)h, defined by 

(R,(r)h)(p) = R(p,r)h(p) (3.29) 

is also in L2(R2, 5'). The operator R f(r) which takes h 
into R(r)h is bounded with norm :s a (r), where a(r) = l/r 
if r > 0 and a(r) = IImr I if r is not real. If r > 0, 
then R (r) is self-adjOint. 

Proof: The lemma follows from the fact that the 
function R (r)h is measurable, the self-adjointness of the 
R(P, r)'s for r > 0 and the norm estimate 

IIR(p,r)1I :s a(r). 

To prove that R(r)h is measurable it suffices to prove 
that p -'t R(P, r) is continuous from R2 into the bounded 
linear operators on W, with the norm topology. 

This follows from: 

II R(P, r) - R(q, s)1I :s Ip - q I·a(r)·a(s). 

Lemma 3.13: Letfbe a cutoff function. Let 
R(p,r) == (Hf(P) + rtl and define Rf(r) as in the pre­
vious lemma. Then Rir) is the resolvent of a non­
negative, self-adjoint operator on L2(R2, W). We denote 
this operator by Hf' 

Proof: Since R(P, r) satisfies Ii resolvent equation 
for each p, so does R f(r): 

(3.30) 

Consequently, in order to prove that R f(r) is the re­
solvent it will be enough to prove that the null space of 
R,(r) is zero for some r, (Ref. 14, p. 428). But RAr)h == 0 
in L2(R2, 5') iff (Rir)h)(P) == Rf(p,r)h(p) = 0 for a.e.p 
iff h(P) = 0 for a.e.p in R2 since we know that the null 
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space of eachR,(p,r) is zero. Thus,Rf(r) is the resolv­
ent of a closed operator for which we write Hf : 

(Hf + rtl = Rf(r) for all complex r not in (- 00,0]. 
(3. 31) 

By definition, spectrum (Hf) C [0, 00), and so HI is non­
negative. R,(s) is self-adjoint for r > 0 so HI is sym­
metric. Since spectrum (Hf ) C [0, oo),Hf is self-adjoint, 
(Ref. 14; p. 271). 

Definition: Hf is the Hamiltonian for the polaron 
with cutoff f in the total momentum description. 

Lemma 3.14: Let h E D(H!.). Then for almost 
every p inR2,h(P) is in D(HAP}) and 

(H~)(P) = HI(P)h(P). 

PrOOf: h is in the range of RI(r) so that h(P) == 
(Rir)g)(P) == Rf(P, r)g(p) for some g in L2(R2, 5'). Thus 
h(p) E D(HI(P». 

Furthermore g(p) = (Hf(P) + r)h(p) for almost every 
P and g = (Hf + r)h. 

Remarks: There is another description of the cut­
off polaron which we give here. For details see Refs. 
4,12, or 15. Let H 1 denote multiplication on L2(R2) by 
Em' o 

Let S k denote translation on L2(R2) by k E R2; I.e., 
(S ,.h)(x) == h(x- k). Let V be the closed linear ex­
tension of the operator defined on the subset of L2(R2) ® 
5' conSisting of finite linear combinations of elements of 
the form g ® h where g is in L2(R2) and h is in 8 by 

V(g ® h) = fR2 «S kg) ® a(k)h)f(k)dk. 

Let 

T = Hl ® I + I ® K + (V + V*)** ->"(1, mo'O). 

Then T is self-adjoint on L2(R2) ® 5' and there is a 
unitary operator W: L2(R2) ® 5' ~ L2(R2, 5') such that 
D(T) = W-lD(Hf) and (WTW-1h) (P) = Hf(P)h(P) for almost 
every P in R2 and h in W-ID(Hf)' Thus WTW-l = Hr 

C. The physical polaron 

The Hamiltonian for the physical polaron in two space 
dimensions can be defined in two ways: either as the 
direct integral of the H oo( p) over P in R2 or as the 
generalized strong limit of the HI. for n E A. It will be 
shown that both definitions agree.

n 

Theorem 3.15: There is a self-adjoint operator 
H on L2(R2, 5') such that for almost every P in R2 and 
h in D(H 00), h(P) E D(H oo(p)) and 

(Hooh)(P) = Hoo(P)h(p). (3.32) 

Proof: Let R oo(r) be as in Lemma 3. 12. The prool 
of Lemma 3. 13, modified by replaCing "f" with "00" 
wherever the former occurs, demonstrates the existence 
of a nonnegative, self-adjoint operator, H 00 such that 
(Hoo + rtl == Roo(r). If we modify the proof of Lemma 
3.14 Similarly then it is the conclusion of this proof. 

Corollary 3.16: Spectrum (Hoo) C [0, 00). 

Proof: Given above. 

Let {fn} be the realistic cutoff functions with coupling 
constant >... Put Hn = Hfn' 
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Corollary 3.17: 

(i) strong limit (H + r)-1 = (Hoo + r)-1 for all complex 
n-+ OO n 
nE-A 

r not in (- 00,0]; 

(1'1') t l··t -tH -tH f t> ~.!~ng Iml e ,. = e 00 or OJ 
nE-A 

(iii) strong limit e itHn = e itH 00 for all real t. 

Proof: (ii) and (iii) will follow, once we establish 
(i) (Ref. 14, p. 502). We now prove (i). Since the 
{{H,. + rt1} have uniformly bounded norms, in order to 
verify (i) it will suffice to verify convergence on a sub­
set Z dense in L2(R2, ~). 

Let xnn = 1,2, ..• , s be characteristic functions of 
bounded measurable subsets En with finite measure and 
let hn E ~. Define g E L2(R2, ~) by 

s 

g(P) = E xn(P)hn (3.33) 
n=1 

Let Z be the set of all such g's as the E" 's, h" 's, and 
s's vary. Then Z is dense and we will verify conver­
gence on Z. For g as in (3.33) we may estimate 

II(Rn(r) -Roo(r))gIl2 

::S Lj=1 lEi II(Roo(p,r) - R,,(p,r))h j I1 2·dp. (3.34) 

By Theorem 3.8, IIRn(p,r)h j -Roo(p,r)hjIl2 -'I 0 as 
n -'I 00 for each fixed p. But if a(r) is as In Lemma 3.12 
then IIRn(P, r)hj - R(P, r)h j l1 2 ::s 4a(r)lIhjIl2. Since the 
measure of E i IS finite, we may conclude by dominated 
convergence that R n(r)g -'I R oo(r)g as n -'I 00 in A. 

Corollary 3.1B: 

Proof: By Theorem 3. 15 we need only show {} c 
D(Hoo). Choose h such that h(P) E D(Hoo(P) for a.e.p 
and such that the function p -'I Hoo(p)h(P) is in L2(R2, ~). 
Then,for a.e.p inR2,h(p) = Roo(p,r)g(p) for some 
g(p) E ~. Since H "'-<" )h(') is in £2(R2, ~) so is the func­
tion g(.) and in fact h = (Hoo + rt1g so that h E D(Hoo). 

Corollary 3.19: Zero is in the approximate point 
spectrum of H 00' 

Proof: Let g E C';](R2) have support of diameter 
less than E and have L2 norm one. Define a function 
h in L2(R2, ~) by 

h(P) = g(P)'l!oo. 

Clearly, h(P) E D(H 00)' Furthermore, by Theorem 3.15, 

llHoo(p)h(P) - H",,(q)h(q)11 

::s II Hoo(P)g(P)'l!oo -Hoo(p)g(q)'l!ooll 

+ IlH oo(P)g(q)'l! 00 - H(q)g(q)'l! oo~ 

::s Ig(p) - g(q) I IIH oo(p)'l! ""II 

+ lldooIlHoo(p)'l!oo - Hoo(q)'l!ooll 

::s Ig(p)-g(q)IIIH",,(p)'l!ooll + IIgoolllp-ql. 

::s Ig(p) - g(q) I IIH 00(0)'l! ""II + Ig(p) - g(q) I 

II(Hoo(P) - Hoo(O))'l!ooll + IIgooII Ip - q I 

::s Ig(p)-g(p)llpl + llglloolp-ql. 
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Thus P -'I H oo(P)h(p) is in C c(R2, ~) and so p -'I H oc'<P)h(P) 
is in L2(R2, ~). Thus, by the previous corollary, 
h E D(Hoo). 

Furthermore, since l\gli = 1 we have 

IIH oohll 2 ::s f IIH oo(P)h(P) 11 2dp 

= f II(H 00(P) - H oo(O))'l! 001l2Ig(p) 12dp 

::s J IpI21g(p)1 2dp::s E211g112 = E2. 
supp (g) 

Since E is arbitrary we have shown that 0 is in the 
approximate point spectrum of H 00' 

Corollary 3.20: For every h in D(Hoo) there is 
sequence {hJ with h n E D(H n) and hn -'I h while 
Hnhn -7 Hoch as n -7 00 in A. 

Proof: Generalized strong convergence of the 
self-adjoint operators H n (Le., strong convergence of 
their resolvents) implies graph convergence of the H ", 
(Ref. 17,p.404). 
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In view of the recent impetus to produce rigorous solutions to more realistic models of pertinent 
propagation problems over a wide range of frequencies, we present in this paper full wave solutions 
to the problem of radio wave propagation in nonuniform multilayered structures. The 
electromagnetic properties of the media, the geometry of the irregular structure, and the 
electromagnetic source distributions are assumed to be arbitrary three-dime nsional functions of 
position. Generalized field transforms are employed to provide a basis for the expansion of the 
transverse electromagnetic fields and Maxwell's equations are reduced to a set of first-order coupled 
differential equations for the forward and backward, vertically and horizontally polarized wave 
amplitudes. For open structures the complete wave spectrum includes the radiation term, the lateral 
waves, and the surface waves or trapped waveguide modes. For structures bounded by impedance 
walls (or perfect electric or magnetic walls IA-/E - 0 and EllA- - 0, respectively) the fields are 
expressed exclusively in terms of waveguide modes. Exact boundary conditions are imposed at all the 
interfaces of the structure and the general solutions are not limited by the (approximate) surface 
impedance concept. The full wave approach employed is not restricted by frequency considerations. 
It is applicable to very broad classes of problems in which no single constituent of the total formal 
solution dominates. The full wave solutions may be applied to problems such as (i) propagation of 
ground waves over irregular and inhomogeneous terrain, (ii) scattering by rough surfaces and objects 
of finite dimensions, and (iii) propagation of guided waves in nonuniform artificial waveguides as 
well as in irregular ducts in the earth's crust or in the ionosphere. 

1. INTRODUCTION 

In recent years there has been a considerable growth 
of civil and military interest in the development of more 
reliable communication and detection systems. The 
potential for developing radio wave methods for remote 
senSing (above and below the earth's crust) and the need 
to develop hardened communication systems have con­
tributed much to this renewed interest. This has been 
paralleled by the remarkable advances that have been 
made in the availability of high powered, very low fre­
quency electromagnetic sources that are capable of 
radiating deeper into the earth's crust as well as com­
mercially available transmitters operating at optical 
frequencies. These developments along with the ready 
access to large, versatile, digital computers have pro­
vided considerable impetus to produce rigorous solutions 
to more realistic models of pertinent propagation prob­
lems over a wide range of frequencies. 

For convenience we shall assume that the nonuniform 
structure is excited by arbitrary three-dimensional 
distributions of both electric and magnetic sources J 
and M, respectively. 

To this end full wave solutions to the problem of radio 
wave propagation in nonuniform multilayered structures 
have been derived recently.1 However in this recent 
work it has been assumed at the outset that the electro­
magnetic and geometric parameters of the layered 
structure are independent of one Cartesian coordinate 
variable (see Fig. 1). In order to apply our present 
analysis to a wider class of more realistic problems 
this restrictive assumption is not made here. Thus, in 
this work, the medium of the ith layer of the structure 
is characterized by the electromagnetic parameters 
€;(x, z) and 11 ,(x, z) which may in general be complex to 
account for medium losses. For instance, if €ir and ui 
are the dielectric coefficient and the conductivity of the 
ith medium, 

(1. 1) 

The interface between medium i and i + 1 is described 
by the surface y = hi i+1 (x, z) and the thickness of the ith 
layer is . 

i=I,2, ... ,m+1. 
(1.2) 
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For the purposes of the analysis, generalized field 
transforms similar to those derived earlier2 are 
employed. The generalized field transforms are used to 
reduce Maxwell's equations into a set of first-order 
coupled differential equations for the vertically and 
horizontally polarized, forward and backward wave 
amplitudes. 

hO,1 

h3f1,h4,5---l-l~-'"-:-5--::- h4,5 

E 5(X,Zl fL5(X,Zl 

----------------------

hr-l,r E,(X,Zl fL' (X,Zl 
h",+1 ,+1 

---____ '!r...,(X,ll fL,../.X,Zl 
m-2 --___ __-

Em-2(X,Zl fL~XJ.r------
hm-2,m-1 

hm-2,m-1 m-I 
Em-I (X,Zl fLm.f.X,Z 

hm-I,m--+--.-::~:::_~::_:_:_--...]~~hm-I,m 
m Em(X,Zl fLnlX,Zl 

FIG. 1. Electromagnetic radiation in nonuniform layered structures. 
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Since no exact analytical expressions for the character­
istic functions are known when E,J.L,andhi +1•i are arbi­
trary functions of both x and z, the basis functions used 
in this work, in general, do not have the desired property 
of being orthogonal. Nevertheless, they exhibit quasi­
orthogonal properties that yield tractable solutions to 
the general problem. 

Since exact boundary conditions are imposed at all the 
interfaces of the structure, the solutions are not limited 
by the applicability of the surface impedance concept. 

2. FORMULATION OF THE PROBLEM 

For the general class of problems considered in this 
paper there are no axes of symmetry. A right-hand 
Cartesian coordinate system is used, with the y axis 
normal to the reference plane from which the heights of 
the layers' interfaces are measured (see Fig. 1). For 
special cases in which the variations in the electro­
magnetic and geometrical parameters of the structure 
depend strongly upon direction, it is judicious to orient 
the one axis (for instance the z axis) in the direction of 
least change in these parameters. Thus when consider­
ing the problem of propagation across a coast line we 
orient the z axis parallel to the coast line. 

Maxwell'S equations for the transverse components of 
the electric and magnetic fields ET and liT' respectively, 
are 

and 

in which the operator V T is 

a a 
VT = Ii - + a - (2.1c) Yay Z az 

and the transverse vectors are 

AT = ayAy + a.A.. (2.1d) 

At all the m interfaces of the nonuniform layered 

FIG. 2. Direction of the unit vectors r . 1 m . . 1 n . . 1 

and n.. id with respect to the local ta~~~t PI~~~: '. ,. 
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structure (Fig. 1) the tangential components of the 
electric and magnetic fields are continuous. The corres­
ponding boundary conditions for the electric and 
malnetic fields are expre"ssed in terms of the unit 
vectors ni,i+lImi,i+lIand 1; i+1 at the interface between 
medium i and medium i + 1. (see Fig. 2). The normal to 
the surface hi ,;+ 1 is 

ni ,i+1 = ( 
ahi,;+1 ahi ,i+1)/ . --- 1---

ax " az 

[Ch;~i+~) 2 + 1 + (~:~i+~ 2J 1/2 (2.2a) 

The vector iiii i+1 is in the direction of the projection of 
ni ,i+1 in the transverse y,z plane, thus 

m .. =Ol-~ 1+~ ~ ah.. )/ ~ (ah .. ) 2J 1/2 
.,,+1 "az az (2.2b) 

The unit vector 4,i+1 is given by 

(2.2c) 

Thus, the tangential electric fields at the interfaces of 
the structure are continuous provided that 

[ - E-]1I7 . 0 n x '-I,' = 
h7. ' z-l, Z 

i=l, ... m. (2.3a) 

From (2. 3a) we obtain the following boundary conditions 
for the transverse electromagnetic fields: 

[T. E]h{:-l'i = 0, 
hi-l,i [

E aHi-1,i + E J ht-1 ,i = 0 
y a z_ 

Z hi-1 ,i 

thus 

and (2.3b) 

fl· (n x E)]hfl,i = 0, 
hi-I, i 

thus 

(2.3c) 

in which 

Ex = (l/iwE)!VT • (it;. x ax) - Jx ]' 

Similarly, since the tangential magnetic fields are con­
tinuous, we obtain the following boundary conditions: 

- - 117 . [l.H] :-1,. = 0, 
hi-I, i [ 

ah ·-1 . Jht-1,i 
thus H --' -" + H = 0 

y az Z -

and 
ki-l,i (2.4a) 

thus 

[ 
- - ahi_ 1 iJ "1'-I,i 

Hx + m . HT --'- = 0 
ax hl-1,i 

(2.4b) 

in which 

Hx = (1/ iWJ.L)[VT • (ax x ET ) - Mx]' (2.4c) 

Arbitrary three dimensional source distributions may 
be regarded as superpositions of electric and magnetic 
point sources 

J = /o(r - ro) 
and 

M = Ko(r - ro), 

(2.5a) 

(2.5b) 
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in which I and K are measured in amperes and volts, 
respectively, and o(i - r 0) is the three-dimensional 
Dirac delta function 

(2.5c) 

For the purpose of our analysis we employ the following 
completeness and orthogonal relationships derived from 
the familiar Fourier transform: 

(2.6a) 

and 

(2.6b) 

204 

o(y - yo) = 'EZPNP1J!P(v,Y)IJ!P(V,yO) 
v 

== i: ZPNCtPP(v,y)tPC(v, Yo)dvo 

+ i: ZPN~tP~(v,y)tP~(v'YO)dvm 
N 

+ 'E ZPntPt"(V,y)tPtn(v,yo) 
,,=1 

(2.7a) 

and 

J"" ZPNPl/I.P(v y),/,P(V' y)dy = .a.(V v') _00 q q , 'f'"., , 

(2.7b) 

in which o(a - (3) is the one-dimensional Dirac delta 
function. Using generalized Fourier transforms derived 
for an m + 1 layered structure we obtain the following 
completeness and orthogonal relationships3: 

where the superscript P equals V or H and the subscripts 
q and r are equal to 0, m, or sand Oq r is the Kronecker 
delta. The basiS functions are ' 

and 

q=1 q=1 1 { 

exp(ivoY) + Rf8 exp(- ivoY), for medium ° 
R~tPt(v,y) = fi (TA-1/T~) exp (i ± Vq-l.qhq-l.q\ 

x [exp(ivrY) + R~: exp(- ivry)], for medium r = 1,2,3, ••• ,m, 

m-r (m-r ) 

q=1 q= 1 

{ 

n (TJ!m+l-q/TJ!!!._q) exp i'E Vm-Q.m+1-qhm-q.m+l-q 

Rf:"tP~(v,y) = x [exp(- ivTy) + R~ exp(ivry)), for medium r = 0,1,2, ••• , m - 1, 

exp(- iVmY) + Rf:" exp(ivmY) , for medium m, 

exp[- iv3(Y - hO. l )], for medium 0, 
1 

exp(- iv~ho.l)[exp(iv~y) + Rtf exp(- iv~y)), 
TjJf 

1 exp(- iV1ho,l) fi (T~_1/T&H) 
Tlf q=2 

for medium 1, 

(2. Sa) 

(2.8b) 

(2.8c) 

exp li E2 ~-l,qhq-1.q~ rexp(iv~y) + p~l exp( - iv';Y) J, for medium r = 2,3, ••• ,m, 

(2.8d) 

R~i is the reflection coefficient at the i, i + 1 interface 
for waves incident from above, and R~ is the reflection 
coefficient at the i-I, i interface for waves incident 
from below (see Fig.l). Thus for P = V or H 

R~m = 0, R~; = (R/:u + R~{!l)/(1 + Ri~l,iR~1h), 

i = 0, 1, ••• ,m - 1 
and (2.9al 

Rfo = 0, Rfi = CRf-l,i + Rff-l)/(1 + Rf-l.iRff-.l)' 
i:::: 1,2, .•• , m, 

in whichRr ;±l andRfi±1 are the two media Fresnel 
reflection coefficients for vertically and horizontally 
polarized waves, respectively. 
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and 

R~f = R~i exp(- i2vi Hi ), R~r = R~i exp(i2v;hi ,i+1)' 

Rft =R~; exp(- i2v;h;_1.;)' 

The transmission coefficients are 
(2.9c) 

TI;H = 1 +Rff (2.9d) 

and the normalization coefficients are 

jRlJ,10/2Zi) , 
NP = RUH/2 <)P 

q Pm-"" 
1 , 

q = 0, 

q=m, (2. ge) 

q = s. 

The two infinite integrals in the completeness relation­
ships (2. 7a) are associated with the radiation and the 
lateral wave terms (the continuous parts of the wave­
number spectrum), while the finite sum in (2. 7a) is 
associated with the surface waves or trapped waveguide 
modes (discrete part of the wavenumber spectrum). The 
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relationship between the generalized transforms and the 
familiar Fourier transforms has already been estab­
lished.3 The infinite integrals are associated with branch 
cuts at Im( vo) = 0 and Im( vm ) = 0 and the surface wave 
terms are associated with the residues of the poles at 
l/R~ = 0 (or l/RJ{m = 0). The modal equation that 
determines the surface wave parameters v: for verti­
cally and horizontally polarized waves is given by 

(2. lOa) 

for i = 1,2,3, ... or m - 1 and P = V and H for the 
vertically and horizontally polarized waves, respectively. 
The parameter Vi-l, i is defined as 

(2. lOb) 

From (2.1) it follows that for this problem the basis 
(characteristic) functions eT and hr satisfy the differ­
ential equations 

(2. 11 a) 

and 

(2.11b) 

in which the characteristic value u and the wavenumber 
k i for medium i are 

u = (kP - v7; _w 2)ll2, Im(u):s 0 (2.11c) 

and 

Im(k) :s O. (2. 11 d) 

The boundary conditions for eT and hT are 

(2. 11 e) 

= 0, (2.11f) 

(2.11g) 

and 

(2. 11 h) 

For the special case in which the electromagnetic and 
geometric parameters of the structure are independent 
of x and z, expressions for eT and hT satisfying (2.11) 
have been derived and biorthogonal relationships satis­
fied by these functions have been established.! There 
are two sets of solutions to (2.11), one corresponding 
to vertically polarized waves (l?"¥ and hf'), and the second 
~orresponding to horizontally polarized waves (ef and 
hf)· 

31{;V(v,y) cp(w,z)\ , 
3y ') 

fir = iiz 1{;V(v,y)cp(w,z), 

ef = az1{;H(v,y)cp(w,z), 
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and 

( 
aziw 31{;H(V,y)) "'(w,z), IiH = yH - Ii 1{;H(V,y) + ----'-- --- 't' 

T Y u 2 + w 2 
3y (2. 12d) 

in which cp(w, z) = exp(- iwz), and for medium i the 
transverse wave impedance for vertically polarized 
waves is 

ZV(V,y) ~ Z{ = (u 2 + W 2 )/UWEi (2. 13a) 

and the transverse wave admittance for horizontally 
polarized waves is 

yH = (u 2 + w2)/UWJl. (2. 13b) 

These characteristic functions (2.12) provide a basis 
for the full wave expansion of the transverse components 
of the electromagnetic field. Thus we have 

ET(x,y,z) = L; loo [EV(x, v, w)ef + EH(X, v,w)ef]dw 
v 00 (2. 14a) 

and 

HT(x,y,z) = L Joo [HV(x, v,w)hr + EH(X, v,w)h¥]dw. 
v -00 (2. 14b) 

For the general problem in which the electromagnetic 
and geometric parameters of the structure are arbitrary 
functions of x and z, closed form analytic expressions 
for eT and liT satisfying (2.11) are not known. Hence in 
this paper we employ basis functions that "locally" 
satisfy the differential equations (2. 11a) and (2. 11b) 
together with the boundary conditions (2. 11 e) to (2. llh). 
By this it is meant that while /-Li' Ei , and hi-l, i are 
assumed to be functions of x and z, expressions involving 
their derivatives are ignored in order to determine the 
"local" basis functions. Thus in the expressions for the 
basis functions eT and hT (2.12), the scalar functions 
1{;P(v,Y)(P = V or H) are not only explicitly functions of 
y but also implicitly functions of x and z through the 
electromagnetic and geometric parameters of the struc­
ture /-L i' E i and hi- l i' When the structure I s parameters 
are functions of x but not of z, the basis functions main­
tain their biorthogonal relationships. Thus in this case 
it can be shown that for P = V or HI 

EP(x, v,w) = Joo ET(v,y,z)' (ii~ x a.Jdydz (2. 15a) 
-00 

and 

where the complementary (reciprocal) basis functions 
are 

and 

(2. 16a) 

(2. 16b) 

(2. 16c) 

(2. 16d) 

in which cpc(w, z) = (1/211) exp(iwz) and use has been 
made of the biorthogonal relationships 
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L: e!' (h~ X ax)'dy dz l 
00 = /)P.Qt..(v - v')/)(w - W'), 

100 h~ • (ax x eJ)'dy dz 
(2.17) 

for P and Q equal to V or H. The primes associated with 
with some of the terms in (2. 17) indicate that for these 
terms the variables are u', v', w'. The expression 
t..{v, v') is defined in (2. 7b). For the general case con­
sidered in this paper the biorthogonal relationships 
(2. 17) are not satisfied. Consequently, appropriate 
expressions for the field transforms E P and H P (P == V 
or H), that replace (2.15), need to be found. 

3. THE FIELD TRANSFORMS 

In order to obtain the appropriate expression for the 
electric and magnetic transverse field transforms E P and 
HP (P = V or H), respectively, it is necessary first to 
determine the values of the surface integrals (2. 17) for 
the general three-dimensional case considered in this 
paper. Using the orthogonal properties of the scalar 
functions l/IP (2.7b) and the completeness relationship 
(2.6b) it can be readily shown that for P == Q (2.17) is 
still satisfied, thus for P == V or H 

L: e!' (hJ x ax)'dy dz l 
= t..{v - v')/){w - w'). L: kf' (ax x eJ)'dy dz 

(3.1a) 

F2.urthermore, since ef and (ax x e;n are orthogonal to 
(h~ x ax) and Jif, respectively, we also have 

JOOeH • (JiT x a )'dy dz = fooJiV. (a x eT)'dy dz = O. 
_Q() T V x -00 T x H 

(3. Ib) 
On integrating with respect to y it can be shown that 

A~(v',w'; v,w) == foo e!' (iii x ax)'dydz 
-00 

::: i(w - W') Joo ( (u2 + W 2 )(u2 + W2)' NH' 

21T -00 (u2 + w 2 - (u 2 + w2)'}uu' 

X ~ll/1V(V,hi_1.i)ljIH(VI,hi_l.i)(ki2 - ki-~) 
x exp[- iz(w -w')Jdy. (3.1c) 

Similarly it can be shown that 
00 

rr hH • (a x eT)/dydz == AH (v' w'· V w) JJT x V v"" (3.1d) 

where A{J can be obtained from Af by employing the 
duality relationships in electromagnetic theory. Thus, 
to get A{J from (3.1c), we set 

ljIV(v,y) ~ _ljIH(V,y), ljIH(V,y) ~ ljIV(v,y) 

and (3.le) 
NV <-> NH, ZV <-> llyn. 

In the integrand of (3. lc) the term in the square bracket 
is implicitly a function of z through the parameters 1-11' 
€j,andhi - l •k • For the special case when the parameters 
of the layered structure are independent of z it can 
readily be shown on employing (2. 6a) that A~ and A{J 
vanish by virtue of the coefficient (w - w') that multi­
plies the integral. On the basis of the relationship (3.1) 
it can be shown that the field transforms EP and HP (P = 
V or H) in (2. 14) are 
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00 

EV(x,v',w') = JJET(X,y,z)·(ii~ x ~,,)'dy dz, (3.2a) 

00 

HH(X,V',w ' ) = II HT(x,y,z)' (,ax x en'dy dz, (3.2b) 
-00 

EH(X, v',W') + :E L: AI(v',W'j v,w)EV(x, v,w)dw 
v 

00 

= II ET(x,y, z)· (iii x ;,,, )'dy dz, (3.2c) 
-CIO 

and 

HV(x, v',w') + :E i: A{f(v', w'; v,W)HH(X, v,w)dw 
v 

00 

= IIHT(x,y,z)'(a" x e~)ldydz. (3.2d) 
-00 

On substituting (3. 2a) and (3. 2b) into (3. 2c) and (3. 2d) 
we can also express the transforms EE and HV exclu­
sively in terms of the transverse electromagnetic fields 
liT and HT• Thus even though the basis functions el and 
h~ are not or~ogonal to the complementary basis func­
tions ef and hJ, nevertheless due to the quasi-orthogonal 
properties exhibited by these functions, (3. 1), it is 
possible to invert the full wave expansions for the trans­
verse electromagnetic fields ET and HT (2.14) and obtain 
explicit formulas for the field transforms E P and H P in 
terms of ET and HT • 

In our work it is convenient to express the field trans­
formsEP andHP in terms of forward and backward 
wave amplitudes aP and b P , respectively, as follows: 

HP = a P + b P andEP == a P - b P for P = V or H. (3.3) 

4. VERTICALLY AND HORIZONTALLY POLARIZED 
WAVE AMPLITUDES 

In this section we convert Maxwell's equations for the 
transverse electromagnetic fields ET and HT (2. 1) into 
a coupled set of equations for the vertically and horizon­
tally polarized, forward and backward wave amplitudes 
aP and b P (3.3). To this end we substitute the complete 
full wave expansions for ET and HT (~. 14) into Eq. (2. la) 
and scalar multiply the equation by (hf x ax)' and inte­
grate with respect to y and z over the entire y, z plane. 
The expressions for the scalar functions ljIP are in 
general piecewise continuous functions, thus the inte­
grations with respect to y must be performed separately 
in each layer of the structure. Furthermore the trans­
verse field expansions (2.14) do not converge uniformlly 
at all points of the y, z plane when the parameters of the 
layered structure are functions of x and z. Hence in 
general it is not permiSSible to interchange orders of 
integration (summation) and differentiation. Thus, we 
have 

J 00 aET - d 100 - -
- -00 ax • (h~ x ax)'dydz = - dx -00 ET • (h~ x aSdydz 

a 
+ 100 

ET • - (JiVT x a~)'dydz 
-00 ax ~ 

- i; 100 rET . (ii~ x a"ytf1,i 
;=1 -00 hi-I.; 

in which dl i _l ,; is the line element along the intersection 
of the y, z plane and the surface y = hi -1. i and 

mi - 1. i • iii-l.; = coSOt_l,i' 
Thus 

( 4.1b) 

(4. lc) 



                                                                                                                                    

207 E. Bahar: Depolarization in nonuniform multilayered structures 

Furthermore, using Green's theorem in two dimensions, 
we get 

f oo Jx - -
-00 'VT € . (hf x ax)' dydz 

f oo Jx -
::::: - -00 e-'VT ' (hf x ax)'dydz 

and 

L:'VT }'VT • (iff x ax)' (iif x ax)'dydz 

= teo (iiT x aX)''VT }'VT • (iif x ax)/dydz 

~ [1 - -- L.J -'V • (H x a )(h T X a )' 
;=1 E T T x V " 

1 - -, - - J ht-1.i -
- "£'VT ' (hf. x ax) (HT x ax) hi-1,;' mi-l,i dl i _1,;' 

(4.2b) 
Employing (S.l) and the exact boundary conditions for 
the transverse electromagnetic fields (2. Sc, d) and 
(2.4a) and noting that 

[ }'VT • (iif x a) h~l'i = 0, 
~ h'_I,; 

and at any interface y = h,-I" 

ET ' (ii~ x ax)' 

(4.3a) 

(4.3b) 

= (ET 'iii)(hf x ax 'm) - (m x ET)' [(h~ x ax) x m], 

= (Ex' m)(ht . I) - (ET • Z)(ht 'm), (4.3c) 

and 

HT x ax' m = HT • 1, (4. 3d) 

we can show that (2. 1a) reduces to 

- ~ EV(x, v',w') - iu'HV(x, v',w') - ~ i: iu'AVHHdw 

+ ~ J 00 (C~EV + C{fEH)dw + ~ Joo (Fl HV + F# HH) dw 
v -00 v -00 

= jV(x), (4.4a) 

in which A{f is given by (3.ld), 

F/(v',w',v,w) 

J
OO I - _ a I - _ 

= - -. -(kf 'ay)cpc- -vT ' (hv x a,,)'dydz, 
-COlW az E 

(4.4c) 

and 

Joor -, 1 -
jV(x) = _ Mzhf' a .. - -. - J" "VT • (ht x axY]dydz. 

00 ZWE (4.4d) 

Scalar multiply (2. lb) by (a" x ef), and integrate with 
respect to y and z over the entire y, z plane. Following 
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the same procedure used to derive (4. 4a) and noting 
that 

ht-l. i 
hi-l ti 

(4.5a) 

= -kT + x... jla . .,.- -V '(li x e) u - .-hC [ - a (1 
WE v k2 r· oz Jl T x V 

and at any interface y = hi-l,iI 

(ax x ET ) • m == - ET ' r, 
and 

(HT'a" x en == (HT·iii)(a" x ef·iii) 

- (m x HT)' [(a" x en x iii] 

(4.5b) 

(4.5e) 

== - (HT • iii)(et· I) + (HT' l)(cf' iii), (4.5d) 

it can be shown that (2. lb) reduces to 

- !!....HVTX v' w') - iu'EVi(X v' w') .!!:. "" f"" AHHHdw dx . \, , "dx '-;/ -eo V 

+ ~ Joo(DV HV + DHHH)dw 
v co v v 

+ ~ JOO (G~Ev + Gt!EH)dw = gV(x) , (4.6a) 
v -"" 

in which 

(4.6b) 

GC(v',w'; v,w) 

= Joo ~(ax x e}!) • cpc [az ~(!. 'ilT ' (tix x ey )') 
-00 zw oz fJ. 

+ !.(ay~ + aziw)~(ev .ay)/]dYdZ 
Jl oy ilz 

~ J 00 [1 - - a J h~ . - LJ _ -.-(e/.l i- 1i)cpc-
o 

(ey'ay)' '-l·'dl .. 
;=1 00 lW/l 'z hi-I" .-1,' 

(4.6e) 

Joo- - f"" 1 g V(x) = -00 J T ·ef' dydz - -00 -. -MST ' (ax x ef)'dydz 
lWp' (4.6d) 

On scalar multiplying (2. la) and (2. Ib) by (hk x a )' and 
(ax x ejf)/, respectively, and integrating with respect to 
y and z over the y,z plane, we obtain in a similar manner 

.!iEH (x v' Wi) - iu'HH(x v' w') - !! L; f "" A v EY dw ax " "dx" -00 H 

+ L; i)CJ;EV + C/fEBJdw 
v 

+ ~ jOOp;;vHv + F,HHHJdw =jH(X) (4.7a) 
1) -00 H H , 

.!iHH(X v' w') - iu'EH(X v' w') ~f"" iu'Av EYdw ax " "v -00 H 

+ L; i)DJ;H Y + DIf]dw 
v 

+ ~ Joo[GJ;EV + GIfEH]dw =gH(X), (4.7b) 
v -00 

in which At! is defined in (S.le) and 
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CP(v' w'· v w) == 100 eP '~(iiT X a )'dydz 
11 , " -00 T ox H x 

1""- 0 DP(v' w'· v w) == hP'-(a x eT)'dydz 
11 , " -00 T ox x H 

oh' l . 
-..!:.......c!.dz 

ox ' 
(4.8b) 

FI'(v',w'; v,w) 

= 100 ~(ii¥ x (j ). cpC(j ~ [!..VT • (hv x a )' 
-00 zw x z OZ E x 

- !.. (a ~ + Ii iW) ~(ii . a )JdYdz 
€ Y oy z oz v y 

"" [ ~ h~ . "" 1 -P - 0 - _ ,-1,' 
-~l -.-(h.j.·li_li)CPc-;:-(hH·ay ) h- dli-l;' 

i ~l -00 ZW€ 'uz i- I, ; , 

(4.8c) 

100 1 - a 1 - -GP(v' w' v w) - -(eP • a )cpc--VT • (a x e )'dydz 
H , " - -"" iw T Y oz I-' x v , 

(4.8d) 

fH(X) == 1"0 MT ·1ijdydz _I"" ~JXVT' (Til x ax)dydz, 
-00 -00 zW€ 

(4.8e) 

gH(X) = I"" J.(el· az)dydz _100 ~ Mx VT • (ax x eI)dydz. 
-00 -00 zWJl (4. 8f) 

Equations (4.7) and (4.8) can be shown to be related to 
(4.4) and (4.6) through the duality relationships in elec­
tromagnetic theory. [(ax x ef) <-> (1il x o.x),J <~ M, 
Jl «-> €]. When the structures parameters are indepen­
dent of z, A~, Fl, and Gt vanish and the expressions for 
ct and D{ ~duce to ~ose deriv~ earlier.-=- While C$ 
and Dr! are E field to E field and H field to H field 
coupling coefficients respectively Fl and G! are mixed 
type coupling coefficients. To derive the coupled equa­
tions for the forward and backward vertically and hori­
zontally polarized wave amplitudes we substitute (3.3) 
into (4. 4a), (4. 6a), (4. 7a), and (4. 7b). Thus it can be 
shown that for P = V or H, 

_ daP _ iuaP _ ~.!!.. ~ ~ {'O [Aj(a Q ± bQ)]dw' 
dx dx Q v' -00 

- ~~~ 100 

iu'[Aj(aQ ± bQ)]dw' 
Q v' -00 

= ~~loo[sBAaQ + SBBbQ]dw' -AP, 
Q v' -00 PQ PQ 

(4.9a) 

db P d - - + iuaP - ~- ~ ~ [Aj(aQ ± bQ)]dw' 
dx dx Q v' 

+ ~~~ 100 

iu'[Aj(a Q ± bQ)]dw' 
Q 0' 00 

= ~ 2i i: (SNa Q + SjQ1b Q)dw' + BP, 
Q v 

(4.9b) 

in which the upper sign is used for P = V and the lower 

J. Math. Phys., Vol. 15, No.2, February 1974 

208 

Sign for P = H. The transmission scattering coefficients 
are 

SJ'Q(v,w; v',w') = - t[Cj(v,w/v',w') + .q,Q(v,w; v',w') 

± Fi(v,w; v',w')± Gj(v,w; v',w')] (4. lOa) 

and the reflection scattering coefficients are 

SJJ(v,w; v',w') = ~[Cj(v,w/v',w') - Dj(v,w; v',w') 

'F Fi(v,w; v',w') ± GpQ(v,w; v',w')], (4. lOb) 

where the upper sign is used for Q' = A and {3 = B and the 
lower sign for Q' = Band {3 = A. The source terms are 

AP = - (fP + gP)/2 and BP = - (fP -gP)/2 
(4.10c) 

for P = V or H and A~ is defined by (3. 1) for P ;e Q and 

Aj;(v,w;v',w') =0, P= VorH. (4.10d) 

5. CONCLUDING REMARKS 

Employing generalized field transforms, Maxwell's 
equations for inhomogeneous media, with arbitrary dis­
tributions of electromagnetic sources, are converted into 
coupled sets of first-order ordinary differential 
equations for the vertically and horizontally polarized, 
forward and backward wave amplitudes. The basis func­
tions used for the full wave expansions of the fields are 
shown to exhibit a quasiorthogonal relationship with a 
complementary set of basis functions when the propaga­
tion medium is an inhomogeneous layered structure of 
nonuniform thickness. This quasiorthogonal property 
renders a tractable solution to the general problem even 
when the electromagnetic and geometric parameters of 
the structure are arbitrary three-dimensional functions 
of position. 

The full wave solutions are not limited by the con­
venient surface impedance concept nor are they re­
stricted by frequency considerations. They are applicable 
to a large class of propagation problems in nonuniform 
structures for which no Single constituent of the total 
full wave solution dominates. These solutions permit the 
use of more realistic models of pertinent propagation 
problems. They include scattering by rough surfaces 
and irregularly shaped objects and propagation over 
irregular terrain and in nonuniform ducts. Since the full 
wave expansions for the fields account for the radiation, 
lateral wave, and trapped waveguide modes of the struc­
ture, the solutions developed in this paper may be 
applied to open as well as closed structures. 
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On inverse scattering 
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In a previous paper the inverse problem associated with a hyperbolic dispersive partial differential 
equation with smooth coefficients was considered. The inverse problem (the determination of the 
coefficients) was formulated in terms of a dual set of integral equations involving measurable 
quantities, the kernels of the transmission, and reflection operators. These equations contained an 
unknown parameter which occurs in a linear manner. A better approach to determine this parameter 
is presented here. It involves an auxiliary equation, which is used to eliminate the unknown 
parameter from the integral equations. It is shown that the resulting system has a unique solution 
for a certain class of scattering problems. These uniqueness results are then strengthened when an 
additional equation is employed to reduce the dual set of integral equations to a single integral 
equation. 

1. INTRODUCTION 

In a previous paper,l which we shall refer to as Paper 
1, we considered the inverse problem associated with 
the partial differential equation 

u xx - Utt + A(x)ux + B(x)u t + C(x)u = 0, (1 ) 

with smooth coefficients that vanished outside the inter­
val 0 < x < l. Scattering operators involving the mea­
surable quantities, the reflection and transmission 
kernel, R± ,T± were introduced, where the signs corres­
pond to the direction of the incident wave with relation 
to the positive x axis. The inverse problem (the deter­
mination of the coefficients A, B, and C) was formulated 
in terms of a dual set of integral equations in the vari­
able t with x fixed. These equations contained an unknown 
parameter which occurs linearly. A technique for com­
puting the unknown parameter was developed involving 
the solution of a second-order ordinary differential equa­
tion. The question of uniqueness was partially answered 
in that it was pointed out that Neumann series would 
converge for x sufficiently close to 0 or l. The question 
of uniqueness was further pursued2 where it was pointed 
out that one needed additional equations or restraints. 

Here we develop a better method of obtaining the 
unknown parameter. An auxiliary equation is derived 
which is used to eliminate the unknown parameter from 
the system of integral equations. Once their solution is 
found, the unknown parameter is found by integration, 
from the auxiliary equation. From a stability standpoint, 
this is a better approach than that given in Paper 1. In 
addition, when this auxiliary equation is employed, the 
treatment of uniqueness is better than that given in Ref. 
2. Existence of a solution is shown, and sufficient con­
ditions on the coefficients, for uniqueness, are obtained. 

It will also be shown that when an additional equation 
is employed, uniqueness can be guaranteed under very 
general conditions, although in this case the integral 
equation to be solved may become unwieldy for com­
putational purposes. 

2. FUNDAMENTAL INTEGRAL EQUATIONS AND 
AUXILIARY CONDITION 

To simplify notation we shall set 

Kjx, t; 0) = f(t), 

K+(x, t; 1) = g(t)G(x). 

The equations given by Eqs. (24a) and (24b) of Paper 1 
become 
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holding in the respective ranges x :s t :s 2l - x and 
21 - x < t, and where 

The equations given by Eqs. (25a) and (25b) of Paper 1 
become 

21-X 
LJx - t) + G(l)G(x)-lSJx, t) + G(l)J g(y)Sjy, t)dy 

x 

= {. - f(t) (3a) 

o (~ 

for the respective ranges - x :s t :s X and t < - x, and 
where 

and the unknown parameter is given by G(x)-l. 

In order to obtain the proper auxiliary equation, we 
shall employ either Eq. (2b) for the range t > 21 + x, or 
Eq. (3b) for the range t < - 2l + x. As was pointed out in 
Paper 1, these equations become independent of the 
variable t for the ranges quoted above. Their explicit 
form will be required here. To achieve this first note 
that the quantity S+ can be written in the form 

Since 

for the ranges - x :s y :s x, - y :s s :S x, t 2: 2l + x, it 
follows that 

S+(y,t) =-L+(-21) (1 + ~x+YR+(U)dU) 

and Eq. (2b) reduces to the following for t 2: 2l + x: 

L+(-20 [G(x)-1- (1 + J
0

2x
R+(U)dU) 

+ .C f(y)[1 + (+YR.(U)duJdY] = O. (4a) 

In a similar manner Eq. (3b) reduces to the following 
for t :s - 21 + x, 
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LJ2Z) [GW-l - G(X)-l (1 + .r;1 RJU)dU) 

J2 /-
X 

r21 ] - x g(y)[1 + . x+yRJu)du]dy = 0. (4b) 

For present purposes we shall assume that L/ -21) '" 
0, in which case we will employ Eq. (4a) as the auxiliary 
equation. If L.( -2Z) = 0, but LJ21) ,t 0, then Eq. (4b) 
may be used; but to employ it, a modification of the 
unknown quantities must be made. One should solve for 
the quantities K+(x, y; Z) and G(x)KJx, y; 0) in this case. 
The vanishing of both constants occurs only in extreme 
pathological cases. 

Thus with L+(-27) '" 0, the auxiliary equation (4a) will 
be given in the form 

G(X)-l::::: 1 + J:xR+(u)du - .Cf(Y) (1 + fux+YR,Ju)du )dY• 

(5) 
We will require the following alternative form for 

Eqs. (2a) and (3a), which are obtained by employing the 
relations Eqs. (6) and (12) of Paper 1, 

t 
g(t) + 1 TJs - t)g(s)ds 

x 

::::: - G(x)-lT.(x - t) +R/x + t) - jXR+(y + t)j(y)dy, 
-x (6a) 

j(t) + ~x TJs - t)j( s)ds = TJx - t) - G(Z)G(x)-lRJx + t) 
2/-x 

- G(Z) J RJy + t)g(y)dy. (6b) 
x 

The system of equations to be solved is (6a), (6b), and 
(5). Equation (5) is used to eliminate G(x) from the 
other two equations. Once these resulting equations are 
solved, Eq. (5) is then used to obtain G(x). The coef­
ficient B(x) is determined from G(x) by the relation 

and the remaining coefficients are obtained from the 
resulting expression for j(x) = KJx, X; 0) given in paper 
1. 

3. EXISTENCE AND UNIQUENESS OF SYSTEM (5), 
(6a), AND (6b) 

If we use Eq. (5) to eliminate G(x)-l from Eqs. (6a) and 
(6b), the resulting system of integral equations expres­
sed in general operator form, is given by 

(I +A)'l'::::: X' (7) 

where 'l' and X are vector-valued functions, and in particu­
lar 

The operator A is expressed in matrix form in terms of 
the compact operators Au' as follows 

Employing the real Hilbert space of square integrable 
functions with inner-product given by 
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the homogeneous adjoint system corresponding to Eq. (7) 
is given by 

(I +A*)'l'''=O, 

where 

A*= 

The explicit form of Eq, (8) is given by 

2/-% 
g*(t) + f T.(t - s)g*(s)ds 

t x 

(8) 

= - G(Z) f RJs + t) /*(s)ds, 
-x 

(9a) 

/*(t) + J: TJt - s)j*(s)ds + j2l-xg*(s)R.(s + t)ds 

( 
x+t ) = - g*(x) 1 + fo R+(y)dy , (9b) 

for the respective ranges X :'S t :'S 21 - x and - x :'S t :'S x. 

The necessary and sufficient conditions for existence 
of a solution of Eq. (7) is given by 

('l'*, X) = 0, 

where 'l'* is a solution to Eq. (8). It can be shown that 
this is reducible to the explicit form 

j*(x) = 0. (10) 

Equation (7) will have a unique solution if and only if the 
homogeneous adjoint system (8) has only the trivial 
solution. 

To investigate the solutions of the adjoint system, we 
will employ the definitions of the operators with kernels 
R± and T± as given in Paper 1, to express Eqs. (9a) and 
(9b) in terms of an initial-boundary value problem as­
sociated with Eq. (1). First we replace the fixed con­
stant x by the constant J.l through the relation 

J.l=21-2x, 

in order not to confuse it with the variable x in Eq. (1). 

Set 

/*(/) = u! (t + 1- t/-l), 

g*(t) = u~ (t - 1 - t /-I) exp( - y), 

where 

y± ::::: t .rol[A(S) ± B(s)]ds, 

Let u~ (x - t - /-I) for x :'S 0, and u! (x + t) for x ~ 1 
represent incident waves propagating in the direction 
of the positive and negative x axis, respectively, such 
that 

u!(s) = 0, for s > 0, 

u~ (s) = uH - /-I + 0), for s :'S - /-I, (11) 

u! (s) = 0, for s < 0 and s > 21 - /-I, 

and where u! and u! are arbitrary C2 (Cl piecewise) 
functions except for the possibility of jump discontinu­
ities at s = 0, and a jump discontinuity in u.!(s) only, at 
s = 21 - /-I. 
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These incident waves will give rise to reflected waves 
u7'(x + t + 11-), u~(x - I), and transmitted waves 
u! (x - t - 11-), u! (x + t) in the appropriate half -spaces 
x ~ 0, and x :;::: 1. 

Employing the operators given in Paper 1, Eqs. (9a) 
and (9b) reduce to 

u; (l - t - 11-) + u~ (l + t) = ° I - 11- ~ t ~ 1 

u! (t) + ur(t + 11-) + u! (- t - 11-) = ° ° ~ t ~ 21 - /l, 

respectively. 

Upon superposition, it is seen that the system of ad­
joint iJ;ltegral equations correspond to the initial-bound­
ary value problem associated with Eq. (1), where the 
initial conditions are given by 

u(x, t) = u! (x - t - 11-) + u! (x + t) for t < - 11-

and boundary conditions 

u(O, t) = ux(O, t) = 0, 

u(l, t) = ux(l, t) = 0, 

° ~ t ~ 21- 11-, 

l-l1-~t~1 

and where the solution u(x, t) must be C2 except for the 
possibility of a jump discontinuity along the character­
istics x - t = 11-, x + t = 0, x + t = 21 - 11-, and u! and u! 
must satisfy conditions (11). 

The result that ux(O, t) =: ° follows from the fact that 
u(x, t) has the form h(x + t) for the domain x ::s 0, ° ~ x + t ~ 21 - 11-, since the incident wave u! is constant 
here. 

One may proceed to show that the boundary conditions 
yield u(x, t) =' ° in the triangles bounded by x = 0, x = I, 
x - t == 0, and x + t == 21 - 11-. In fact, u(x, t) == ° along 
the sides of the two triangles given by x - t == 0. Hence 
there is no jump discontinuity in u(x, t) across the 
characteristic x + t == 21 - 11- at the point x == 1 - 11-/2, 
t == I - 11-/2. Since jump discontinuities [u] associated 
with Eq. (1) propagate along the characteristic x + t 
== 21 - 11- according to the exponential law 

[u] == const exp (- ~ ~x[A(S) + B(S)]dS) , 

if follows that there is no jump discontinuity along the 
characteristic x + t == 21 - 11-. This implies that 
u~ (21- 11- - 0== 0, hence f*(1- ~ 11-) == ° which is equiva­
lent to Eq. (10). Thus the solution to system (7) exists. 

One can show further that u(x, t) = ° in the region 
given by x + t > 0, x - t < 11-. Because of the possibility 
of a jump discontinuity along the characteristics 
x - t == 11-, x + t == 0, one cannot directly proceed to show 
that u! and u! are identically zero. However from the 
initial conditions and Eq. (11), it is seen that u(x, t) must 
vanish in the domain x - t > 11-, x + t < ° as well as the 
domain x + t ~ 2l - 11-, x - t :;::: 21. This implies that the 
solution u(x, t) of Eq. (1) in the quarter space x - t > 11-, 
x + t > 0, satisfying the boundary conditions 

u == uoexp (- ~ ~;2 [A(s) + B(S)]dS) 

u == Uo exp(- ~ f~~2[A(S) - B(S)]dS) 

along the respective characteristics x + t == ° and 
x - t == 11-, where Uo == u(I1-/2, - 11-/2), must vanish in the 
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domain x + t ~ 21- 11-, x - t :;::: 21. Since u(x, t) 
== uoR(O, 11-; ~,1J) where R(O, 11-; ~, 1J) is the Riemann func­
tion associated with Eq. (1), where ~ == x + t, 1J == x - t 
are characteristic coordinates, it is seen that if 
R(O,I1-;~, 1J) does not vanish in the domain ~ :;::: 21- 11-, 
1/ ~ 21, then we must have U o =: 0. This implies that 
u(x, t) = 0, u! = 0, hence both f* and g* must vanish. On 
combining results, we have 

Theorem: When L+( - 2Z) '" 0, and the reflection and 
transmission operators correspond to Eq. (1), the solu­
tion of the system of equations (5), (6a), and (6b) exists. 
Furthermore, it is unique, if the Riemann function 
R (0,11-; 21 - 11-, 21) associated with (1), does not vanish 
where 11- == 21- 2x. 

Corollary: Sufficient (but not necessary) conditions 
for the solution to be unique are given by either 

or 
(i) B ~ 0, 

(ii) B ~ 0, 

C + ~(B' -A') + i(B2_A2)::s 0, 

C - ~ (B' + A') + i (B2 - A2) ~ 0, 

where A, B, C are the coefficients of Eq. (1). 

Proof: We shall briefly outline the proof for case 
(i). Setting 

( 
U+~/2 ) 

R(O, 11-;~, 1/) =: v(~, 1/) exp ~ ~/2 [B(s) -A(s)]ds 

the resulting differential equation and boundary condi­
tions for v expressed in characteristic coordinates can 
be represented in terms of the following integral equa­
tion for ~ :;::: 0, 1/ :;::: 11-: 

v = exp (- ~ J ijB(T/2)dT) - J t J ij [~Bvt + iDv]dfd1J/, 
~ 0 ~ 

where 

D = C + ~(B' -A') + i(B2-A2). 

This equation can be solved by successive approxima­
tions3 and it follows that for case (0, v and v t will be 
positive for ~ :;::: 0, 1J :;::: 11-. It immediately follows that 
R(O, 11-; 21 - 11-, 21) does not vanish. 

The system of equations (5), (6a), and (6b) may be a 
natural choice for numerical treatment since they involve 
explicitly the measured quantities R. and T •. However 
since the system is not always unique, we need to employ 
additional information. In the next section we will show 
how, by including Eq. (2b) we can obtain stronger unique­
ness results. 

4. EXTENSION OF RESULTS 

We shall employ Eq. (2b) in conjunction with Eqs. (2a) 
and (3a) to eliminate the unknown quantity g(t) and so 
obtain a single integral equation for f(t). In the term 

2/-X 
e(l) J RJy + t)g(y)dy 

" 
on the right-hand side of Eq. (6b), we replace g(y) by 
the expression on the right-hand side of Eq. (2a), and on 
account of Eq. (2b), we extend the range of integration 
of y from x to 21 - t. In this manner we obtain the 
resulting equation 

f(t) + .C Tjs - t)f(s)ds 
x 2/+5-t 

- e(l) f f(s) f R..{y)PJt - S + y)dyds 
-x xts 

= Tjx - t) - e(Z)e(x)-lp jx + t) 

- e(Z) ~:I+X-t R+(y)Pjt - x + y)dy, (12) 
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for - x ~ t ~ x, where pJs), defined by Eq. (21) in Paper 
1, is given by 

Thus Eq. (12) and (5) constitute the second system of 
equations. Equation (5) is used to eliminate G(x)-l from 
(12). Once the resulting equation is solved for f(t), 
G(x)-l is computed from Eq. (5). 

If we employ the relation which is equivalent to Eq. 
(22) of Paper 1, 

21+ij 
Qj71) =: Jo R)y)pjy - 71)dy 

and in addition Eq. (23) from Paper 1, 

it can be shown that Eq. (5) and Eq. (12) yield the result 
that 

f(- x) == o. 

We will show next that this system has a unique solu­
tion. 

On eliminating G(xP, from Eq. (12) we obtain the cor­
responding homogeneous equation, 

J
x x 

f(t) + Tjs - t)f(s)ds - G(Z) J k(t, s)f(s)ds =: 0, 
t -x 

- x ~ t ~ x, 

where 

k(t, s) =: pjx + t) (1 + .(+sR+(Y)dY) 

+ tZTs-1R+(y)Pjt - s + y)dy. 
x+s 

The adjoint equation is given by 

f*(t) + ( TJt - s)f*(s)ds - G(Z)Jx k(s, t)f*(s)ds =: 0, 
-x -x 

- X ~ t ~ x. (13) 

To show that this has only the trivial solution, we want 
to interpret the equation in terms of an initial boundary 
value problem associated with Eq. (1). Replace the fixed 
parameter x by /-1/2, and set 

t=:t'-i/l, f*(t)=:U!(t'). 

Then Eq. (13) becomes, for 0 ~ t' ~ /-I, on dropping the 
primes on t'. 

eY+(u!(t) + (TJt-S)U!(S)dS) ==eY- (k(s,t)u!(S)dS, 
(14) 

where 

k(s, t) =:pJs) (1 + fc/R+(Y)dY) 

2Z+I-s 
+ J

t 
R)y)pJs - t + y)dy. 

It is easily seen that if u! (x + t) represents an incident 
wave propagating in the direction of negative x axis, 
such that u! (s) =: 0 for s < 0, and s > /-I, then the left­
hand side of Eq. (14) corresponds to the transmitted 
wave u! (x + t) at x =: O. Note that u! (s) may have a 
jump discontinuity at s=:O or s = /l. 
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To interpret the right-hand side, we must set 
u~ (x - t - 2l) to be a wave propagating in the direction 
of the positive x axis such thatuHs) =: 0 for s> 0, and 
such that it produces a transmitted wave u; (x - t - 2l) 
which nullifies the reflected wave u~(x - t) at x =: I, for ° ~ t ~ 21. From the Appendix, it follows that 

u1(71) =: - e Y- J;iju~(s)PJs + 2I + 71)ds, -/-I ~ 71 ~ 0, 

- 2I ~ 71 ~ -/-I. 

We will require that uHs) be constant for s ~ - 2I such 
that it is continuous at s =: - 21, yielding , 

ut(71) =: - e Y- f u!(s)Pjs)ds, 
o 

s ~ - 21. 

This incident wave will produce a reflected wave 
u.r(x + t + 21), which at x == 0 has the form 

o 
u.r(t + 21) =: J R+ (t + 2l + s)u;(s)ds 

-21 t 
+ u~(-2z) 10 R+(y)dy. 

Combining these results we see that the right-hand side 
of Eq. (14) is equal to 

- uH - t - 2Z) - u.r(t + 2Z), 

for ° ~ t ~ /-I, where in this range u~ is constant. 

The adjoint integral equation is thus equivalent to 
the initial-boundary value problem for u(x, t) which 
satisfies Eq. (1), where the initial conditions are 

u(x, t) =: u~ (x - t - 2 Z) + u! (x + t), for t < - 21, 

where u~ and u! must vanish in the domains indicated 
above, and boundary conditions are 

llx(O, t) = u(O, t) =: 0, for 0 ~ t ~ /-I, 

ux(l, t) = u(l, t) == 0, for - I ~ t ~ I. 

Since u~ is continuous, the only possible jump discon­
tinuities may occur along the characteristics x + t = 0 
and x + t = /-I. 

As for the previous case, one may start from the 
boundary conditions and show that there can be no jump 
discontinuity along x + t = J.I. However, unlike the prev­
ious case, one can show further that there can be no 
jump discontinuity along x + t =: 0, and hence the only 
possible solution to the inital boundary value problem 
is the trivial solution u =: u~ =: u! =: O. 

Thus the adjoint equation has only the trivial solu­
tion, hence the original equation is unique. 

Theorem: If L+( -2[) "" 0, system (5) and (12) has a 
unique solution for f(t), which vanishes at I=:- x. 

For completeness we should mention that the solution 
of system (5) and (12) will satisfy the original set of 
Eqs. (2a), (2b), (3a), and (3b). Since it does not follow 
directly, we will outline the approach. 

Because of the relationships between the scattering 
operators given by Eqs. (22) and (23) of Paper 1,U can be 
shown that the right-hand side of Eq. (12) vanishes not 
only for t =: - x as was indicated above, but for all 
t ~ - x. Hence Eq. (12) may be used to define f(t) =: 0 
for t ~ - x. We employ the left-hand side of Eq. (2a) to 
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define a function g(t) for all t 20 x. Equation (5) then 
indicates that g(t) vanishes for t 20 21 + x. With the func­
tion g(t) so defined Eq. (12) may be split up to yield 
equations for f(t) similar to Eq. (3a) and Eq. (3b) but with 
the range of integration in the terms containing g(y) from 
y = x to Y = 21 - t. The resulting sets of equations are 
then used to eliminate f(t). In the resulting single inte­
gral equation for g(t), the properties of the scattering 
operators given by Eqs. (17) and (19) of Paper 1, are 
used to simplify the kernel. It can then be shown on using 
the result that g(t) = 0 for t 20 21 + x, that the integral 
equation reduces to a homogeneous Volterra integral 
equation for 21- x :s: t :s: 21 + x. It follows immediately 
that g(l) = 0 in this range, and the resulting set of equa­
tions correspond to Eqs. (2a), (2b), (3a), and (3b). 

APPENDIX 

Let u! (x + t) be an arbitrary incident wave propagating 
in the direction of the negative x axis, such that u! (s) = 0 
for s < O. This will generate a reflected wave u!(x - t) 
in the half-space x 20 I, such that u!(s) = 0 for s 20 2l, 
and 
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Let ui (x - t - 21) be an incident wave propagating in the 
direction of the positive x axis, such that ui (s) = 0, 
s > 0, and chosen so that it produces a transmitted wave 
u; (x - t - 21) in the half - space x 20 I which nullifies 
u!(x - t) 

u! (x - t) + u; (x - t - 21) = 0 x 20 l. 

We want to express ui in terms of u!. This is achieved 
by noting that, T/ :s: 0, 

u!(T/) = eY- (u!(T/) + J: L ... (T/ - s)U!(S)dS) 

= - eY- (u~(T/ + 2l) + J: L+(T/ - s)u~(s + 2z)dS) 

= - e Y- rnu~(s)p-<s + 21 + 'r/)ds, 
o 

where 

Iy. H. Weston, J. Math. Phys. 13, 1952 (1972). 
2y. H. Weston and R. J. Kreuger, J. Math. Phys. 14,406 (1973). 
3p. R. Garabedian, Partial Differential Equations (Wiley, New York, 

1964). 



                                                                                                                                    

Exact formulas for 2 x n arrays of dumbbells 
R. C. Grimson 

Mathematics Department, Elon Col/ege, North Carolina 
(Received 10 September 1973) 

Several exact results are given for the problem of enumerating arrangements of q indistinguishable 
dumbbells on a 2 X n array of compartments. 

1. INTRODUCTION 

McQuistan and Lichtman1 have investigated the follow­
ing dimer problem which has bearing on several areas 
of physics. Consider a 2 x n rectangular array of com­
partments (a lattice space) and q dumbbell-shaped 
objects, 0_- o. Let A(q, n) be the number of ways in 
which the q dumbbells may be placed in the array such 
that the two ends of each dumbbell are in two horizontally 
or vertically adjacent compartments and no two dumb­
bells have ends which share a compartment. For example 
example if q = 2 and n = 3, the possibilities are: 

In this case A(2, 3) = 11. The following recurrence is 
known1: 

A(q, n) = A(q, n - 1) + 2A(q - 1, n - 1) 

+ A(q - 1, n - 2) - A(q - 3, n - 3). (1) 

Clearly A(q, n) = 0 if q > n so the array of numbers 
A(q, n) is triangular, part of which is given by the follow­
ing table: 

q 0 1 n 2 3 4 5 

0 1 

1 1 1 

2 1 4 2 

3 1 7 11 3 

4 1 10 29 26 5 

5 1 13 56 94 56 8 

McQuistan and Lichtman remark that exact solutions 
for problems of this sort (2 or more rows and/or 2 or 
more dimensions) have been obtained for only very 
special cases,2.3 i.e., a 2-dimensional array completely 
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covered with dumbbells. In many other investigations, 
approximation methods have been utilized. 

In this paper we obtain some explicit formulas for 
A(q, n), some generating functions, another representa­
tion of the problem, and another recurrence. Also we 
shall see how A(q, n) is related to other well-known 
functions. 

2. THE GENERATING FUNCTION AND ITS 
COEFFICIENTS 

Put 
n 

J,.(x) = ~ A(q,n)xq• 
q=O 

Then by (1) and a little manipulation, 

J,.+3(X) = (2x + 1)J,.+2(x) + XJ,.+l(X) - x 3fn(x) 

(n 2: 0). 

For example, 

fo(x) = 1, 

f 1(x) = 1 + x, 

f 2 (x) = 1 + 4x + 2x2 

f 3(x) = 1 + 7x + 11x2 + 3x3, 

which are verified by the above table. Next put 
00 

G(x,y) = ~ J,.(x)yn. 
n=O 

Using (2) and the first 3 equations under (2) as initial 
conditions, we find 

G(x,Y) = (1 - xy)/(1 - 2xy - y - xy2 + x 3y3). 

(2) 

(3) 

(4) 

Thus, (4) gives the ordinary bivariate generating function 
for A(q, n). InCidentally, withy = 1, (4) becomes (15) of 
the McQuistan-Lichtman paper.1 Clearly the usual 
methods of expanding (4) yield fairly complicated 
formulas. Of these, one of the more compact is, by the 
multinomial theorem, 

1 

A(q,n) = ~ 
i=O 

2:; 
b+c+3t1=q+i 

a+2b+c+3d~n+i 

(_ l)tI+i 2C fa + b + C + d) 
\ a,b,c,d ' 

where (a;,bb:g:t) is a multinomial coefficient. 

Put 

A= 1-y, 

B=- 2y _y2, 

C =y3, 

so that, by (4), 

1 - xy ( BC)-l G(x,y) = --- 1 + AX + A- x3 • 
1-x 

(5) 

Since A, B, and C are functions of y only, we may expand 
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the right side of (5) to obtain G(x,y) as a power series 
in x whose coefficients involve y [compare with (3)]. 
This may be expressed by 

G(x,Y)=--6 6 . -- -- x k +2i • 1 - xy 00 k (k) ( B) k-j ( C) j 

1 - Y k=O j=O J A A 
(6) 

q-l [(q-l)/3] ~q 2J' 1) ~q - 3
k
J' - 1~ - 6 6 (- l)j2q-3j-k-l -.-

k=O j=O J 

where [x] is the largest integer less than or equal to x. 
Thus, we may view A(q, n) as a polynomial in n of degree 
q. The coefficient of nq appears in the first double sum 
when j = O. In this case (j = 0) the first double sum 
becomes 

t 2q-k (q) ~(n - k) • 
k=O k q! q 

But the coefficient of nq in (n - k)q is 1 and 

62q - k ---
q (q) 1 3q 

k=O k q! - q! • 

Therefore, A(q, n) is a polynomial in n as follows. 

where the C's depend on q only. If we put 6A(q, n) = 
A(q, n + 1) - A(q, n), then (7) implies the recurrence 

(7) 

3. ANOTHER FORMULA AND ASSOCIATED FUNCTIONS 

The occupation of 2 x n arrays with dumbbells may be 
expressed in terms of an occupancy problem with re­
stricted positions. Consider 3 sets of cells labeled as 
follows: 

1, n + 1 2, n + 2 

I 

n,2n 

n + 1, n + 2 n + 2, n + 3 

III 

1,2 2,3 

2n - 1, 2n 

n - 1,n 

n 

(8) 

Let the first n cells, I, represent the n vertical pairs of 
compartments of the 2 x n array, let the next set, n, of 
n - 1 cells represent the n - 1 horizontally adjacent 
pairs of compartments in the first row and let the final 
n - 1 cells, III, be the horizontally adjacent pairs of com­
partments of the second row. Thus, (8) is equivalent to 

1 2 3 4 n 

n+1 n + 2 n+3 n+4 2n ---

215 

If we carry through with the rather tedious details of 
expanding the right side of (6) in terms of y, thus getting 
a power series of x and y, we find that the coefficient of 
xqyn is another (as to be expected) complicated formula. 
But this time we observe some interesting results. The 
coefficient is 

(n - 2j - k - 1\ 
\ q - 2j - 1 J' 

fore, A(q, n) is the number of ways we may distribute q 
like objects, one per cell, into (8) such that no 2 cells 
containing objects have a labeling number in common. 
The advent that 2 occupied cells do share a labeling 
number is equivalent to the ends of 2 dumbbells sharing 
a compartment, a situation which is forbidden. 

Given that j of the q objects are in certain of the cells 
of I, there are u and v (u + v == q - j) objects that are to 
be distributed among the nonforbidden positions of II and 
III respectively. For example, if n = 11,j = 3, and the 
checks denote the cells of I occupied by the 3 objects, 
then the set of cells I, n, and III are 

I 
..; ..; ..; --- --- --

I 2 3 4 5 6 7 ~ 9 10 It." 
'~ 

V 
gap of 1 gap of 3 gap of 4 

(deleting the second labeling number of each cell), 

II x x x x x --
10-:U' 1,2 2,3 3,4 4,5 5,6 6,7 7,8 8,9 9,10 

III x x x x x -- ---
(deleting the labeling numbers) 

where the x's denote forbidden positions. Clearly II and 
III are always identical. If u objects occupy II then q -
j - u = v objects occupy III. We define a gap of m to be 
m successive unoccupied cells of I. Thus a gap of m 
gives rise to m - 1 permisSible cells in II and III. But 
of those m - 1 permissible positions, no 2 adjacent ones 
may be occupied. The number of ways that we may place 
i objects in m - 1 cells so that no 2 adjacent cells are 
occupied is 

(A well-known elementary fact asserts that the number 
of ways that r plus signs and s minus signs may be 
arranged in a row so that no 2 minus signs are adjacent 
is (r;l); the above sentence is equivalent to this). If cell 
a1 of I is occupied and if the next cell in I to the right of 
a 1 which is occupied is a2 then the corresponding gap is 
a2 - a1 - 1. Allowing j to range from 0 to q and account­
ing for all possible distribution of the j objects in I we 
find 

q 

A(q, n) = 6 6 j(j,u)j(j, v), 
j;:.O a O<a1<'" <aj~n+l 

u+v=q-} 

(9) 

Each of the cells of (8) has 2 "labeling" numbers. There- where ao = 0 (the other a's are indices) and where 
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j(j ,u) 

= j(u; ao, au ... , aj ) 

=. L; (a1-ao.-1-
i0 (a2- a1.- 1 - i2) ••• (10) 

t 1+··· +tj+lO:: U 11 Z2 

Thus (9) provides A(q, n) with a more harmonious formula 
than do some of the earlier equations. 

Further insight into the intricate nature of A(q, n) 
may be made through a study ofj(j,u). Actually, some 
properties of j(j, u) are well known. Putting 

\ a i - ai- 1 - 1 (i = 1,2, ••• ,j) 

In-a j (i=j + 1) 

it suffices to define and examine 

Then 

But the function 

b (b ) ub(z) = L; -:- l Z i 
;=0 z 
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(11) 

(12) 

is familiar. The numbers ub (1) are the Fibonacci 
numbers. The polynomial ub(Z) has been extensively 
studied by many investigators.4 Two expressions for 
ub(z) are 

216 

ub(z) = (- 1)bx b/2Ub(i/2JX), (*) 

where i = -J- 1 and Ub(z) = sin(b + l)B/sinB(z = cosB); 
Ub(z) is a Chebyshev polynomial. 

ub(z) = 2- b- 1a-1 [(1 + a)b+1 - (1 - a)b+1], 

a = (1 + 4x)1/2. 

[Compare (**) with the Binet form of the Fibonacci 
numbers.] 

Using (11) and (12) it is easily seen that 

~ ~ r 

(**) 

L; L; g(u;b 1, ... ,br)ZUy:l"'y:r = n (1 - Yj - zY~tl. 
bI' .... br=On=O ,=1 

In a subsequent paper we shall show how the ideas 
presented in the latter part of this paper may be utilized 
and extended to enumerate arrangements of q dimers on 
an m x n lattice where it is not necessary to assume 
that the dimers are numerous enough to completely 
cover the lattice. 

'R. B. McQuistan and S. J. Lichtman, 1. Math. Phys. 11.3095 (1970). 
2M. E. Fisher, Phys. Rev. 124. 1664 (1961). 
'P. W. Kasteleyn, Physica 27. 1209 (1961). 
4J. Riordan, Combinatorial Identities (Wiley, New York, 1968), pp. 
75,76,242. 



                                                                                                                                    

Physical applications of multiplicative stochastic 
processes. II. Derivation of the Bloch equations for 
magnetic relaxation 

Ronald Forrest Fox 

School of Physics, Georgia Institute of Technology, Atlanta, Georgia 30332 
(Received 29 August 1973) 

The multiplicative stochastic process treatment of the time development of the density matrix for a 
subsystem in contact with a heat reservoir is applied to the specific problem of the relaxation of a 
nuclear magnetic moment which is interacting with a fluctuating magnetic environment. A model for 
the fluctuating interaction Hamiltonian, appropriate for the magnetic moment case, is presented, and 
the Bloch equations for nuclear magnetic relaxation are constructed as a consequence. Agreement 
with empirical observations is noted. 

I. INTRODUCTION 

Consider a subsystem in contact with a heat reser­
voir. The Hamiltonians for the subsystem and for the 
reservoir will be denoted by Hs and H R' respectively. 
It will be assumed that the state of the reservoir is 
given, on the average, by its equilibrium state through­
out all time. Therefore, the interaction between the 
subsystem and the reservoir will be represented by a 
stationary, purely random, Gaussian interaction Hamil­
tonian, ii(t).l-4 

Latin indices will be used to denote eigenstates of 
the subsystem Hamiltonian: 

H s I i> = E iii> • 

Greek indices will be used to denote reservoir eigen­
states: 

(1) 

(2) 

The identity matrices for the subsystem eigenstate 
manifold and for the reservoir eigenstate manifold are 
denoted by Is and Ill> respectively. The total Hamiltonian 
which acts in the direct product manifold of the sub­
system manifold and the reservoir manifold is given by 

Clearly, ii(t) acts in the direct product manifold since 
it provides the interaction coupling. It has a matrix 
representation in the direct product manifold given by 

The Schrodinger wavefunction iI(t) may be expanded in 
terms of direct product basis states giving 

iI(t) =4: 6 Cia(t)li)!O'). 
, a 

(3) 

(4) 

(5) 

The density matrix for the complete system is defined 
by 

(6) 

Two physically motivated assumptions are imposed in 
order to arrive at a dynamical equation for the density 
matrix for the subsystem only. The assumptions are: 
(a) the interaction is energy conserving which means 

HiajB(t) = 0 unless E; + Eo. = E j + E8 (7) 

and (2) the averaged total density matrix factors for all 
times into a product of a time-dependent averaged sub­
system density matrix and a time-independent averaged 
reservoir density matrix3 : 
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(PiajB(t) -7 (Pij (t)(P~, 

where 
(PaB) = (1/Q~ exp(-Ea!KBT)OaB' 

with 

(8) 

(9) 

Q R = 6 exp(- E a!KBT) , (10) 
a 

where KB is Boltzmann's constant and T is the 
temperature. 

The resulting dynamical equation for the averaged 
subsystem density matrix is3 

d ) . . < dt (Pi}t) = - t(Ei - Ej)(P;j(t) - TiJi'l Pi'J,(t), 

where T ij i'j' is defined by3 

Tiji'J':; 6 6 RiaJai'a'J'a,(lIQ~ exp(-E a./KE T) 
a a' 

in which RiaJBi'a'J'B' is defined by3 

(11) 

(12) 

wherein QiajBi'a'j'B' is determined by the second mo­
ments of ii(t) through the definition3 

(HiaJB(t)Hi'a'j'B'(s) = 2QiajBi'a'J'B,O(t - s). (14) 

The assumption of energy conservation may be used to 
show 

(15) 

which is a generalization of the detailed balanCing con­
dition for a thermally buffered system. 

These formal considerations provide a context in 
which to present the stochastic description of the re­
laxation of a magnetic moment in an environment 
which produces a fluctuating magnetic field. In the 
next section a specific model for the interaction piece 
of the Hamiltonian will be introduced, and the Bloch 
equations will be constructed from the interaction. 

II. DERIVATION OF BLOCH'S EQUATIONS 
Denoting the x,Y, and z components of the averaged 

magnetic moment by M", My, and M z' the Bloch equations 
are given by 

(16) 

(17) 
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(18) 

in which T 1 is the longitudinal relaxation time and T 2 is 
the transverse relaxation time. M z (<Xl) is the asymptotic 
equilibrium value of M ,,(I), and is nonzero if the whole 
system is at temperature T, and in the presence of a 
constant external magnetic field along the z axis. Under 
these conditions, M" (<Xl) for a spin ~ magnetic moment 
will be given by 

exp(- Et/KBT) - exp(- E/KBT) 
Mz(<Xl) = exp(-Er/KBT) + exp(-E.JKBT)' (19) 

where Et and E~ are the energies for the magnetic moment 
when it is parallel and antiparallel to the external field. 

Redfield has reviewed the problem of deriving the 
Bloch equations from a density matrix equation, which 
equation is often referred to as Redfield's equation.:; 
The derivation of Redfield's equation utilizes 2nd-order 
perturbation theory for short time intervals, and makes 
minimal use of the stochastic properties of the inter­
action.:; The derivation of the equation (11)3 used in this 
paper makes no perturbation series approximations and 
depends critically upon the stochastic nature of the 
interaction. Kubo has emphasized the difficulty in ob­
taining the Boltzmann factors in M z (<Xl) when a stochas­
tic approach to this problem is attempted. 6 In this pre­
sent paper it is seen how the Boltzmann factors appear 
naturally through the factorization of the total density 
matrix for a subsystem and a reservoir. 3 

The structure of the interaction Hamiltonian to be 
used here depends upon the following considerations: 

(1) The magnetic moment will correspond to a spin 
1 object. 
(2) The effect of the reservoir will be manifested by an 
effective spin 1 reservoir magnetic moment. 
(3) The interaction will have the same form as in the 
Heisenberg ferromagnetic interaction, but with fluctu­
ating coupling constants. 
(4) Energy will be conserved by the interaction. 

Both the subsystem and the reservoir correspond with 
two state manifolds, and consequently Pauli spin ma­
trices may be used to represent both the magnetic 
moment and the effective reservoir magnetic moment. 
The interaction Hamiltonian is, then 

Hiaj8(f) = [aija~8hr(t) + arja~8h.Y(t)]Oi80ja + afja~8ii:a(t), 

wherein the Pauli spin matrices are (20) 

r r (0 ~). Y .Y (0 -~), a iJ ,a aB ~ 1 a ij , a as ~ i 

z z C -~). 
(21) 

° ij , (J as -OJ 0 
The factor O'SOja in (20) provides for energy conserva­
tion during the transition, and it appears with the x and 
y components only because the z com.e.onent ter211s 
automatically conserve energy. Both hr(t) and h.Y(t) 
represent fluctuating coupling coefficients. They factor 
completely in the x and y terms because the interaction 
Hamiltonian is Hermitian. The z component, however, 
contains different coupling coefficients for each possible 
choice of indices and is, therefore, given with appropri­
ate indices. The Hermiticity of the z component terms 
is guaranteed by its form. It is assumed that all six 
coupling coefficients are purely random, stationary, 
Gaussian stochastic processes with average values of 
zero. Furthermore, no cross correlations are assumed 

to exist, and the x and y fluctuations have identical 
second moments. These conditions are expressed by 

(hx(t» = (h.Y(t» = (hfa(t)) = 0 for i = 1,2 and 0'= 1,2, 
(22) 

(hr(t)h.Y(S» = (Tzr(t)hfa(S» = (h.Y(t)hfa(S» 

= (hta(t)hjS(S» = 0, (23) 

for i = 1,2 j = 1,2 a = 1,2 and {3 ::;:: 1,2 but not both 
i := j and 0' = (3, 

(hr(t)iir(S» = (h.Y(t)h.Y(S» = 2Qr·.)Io(t - S) 
and (24) 

(hf a(t)hf a(S» := 2Q zo(t - S). 

In a constant external magnetic field directed along the 
z axis, the magnetic moment takes on two energy values 
for its spin parallel or antiparallel with the external 
field. These energies are given by 

Et = + gfJH and E.::::: - gfJH, (25) 

where g is the nuclear g factor, {3 is the nuclear magne­
ton, and H is the external field strength, for the case of 
a nuclear magnetic moment such as a proton. Equations 
(25) and (20) lead to a special instance of (11) with the 
requirement that Tiji,J' be determined from (20) using 
(22), (23), and (24). 

In order to get an expression for Tiji'j' Eqs. (12), (13), 
and (14) will be used, in reverse order. An outline of 
this computation follows. 

Equations (14), (20), (23), and (24) lead to 

Q ( X r r r .)I'y'y'y) 
i ai B i' a 'J'S' := (J ij a a80 i'J,(J a 'Il' + (J ij 0 alJ(J i'j' a a'Il' 

Qr . .)I" """ z Z it it QZ" "-X UiBUjaUj'S,Ufa' + (Jij(J aSa j 'j'(Ja'8' Uii'U aa " (26) 

In order to calculate RiajS;'fY.'i'S' according to (13), some 
special cases of (26) are needed. 

L: LJ Qjllee'ee'j'8' = LJ L: (a;e(J~e,a~J,a~'8' + a;(,a~e,a~.,o~,.,) 
e- e' e e' , " 

X QX'.Y 0je,OesOelJ,Oj'e' + a;ea~6' (J~j,a~'Il' Q Z Oj6 Ow 

" " (r r r r + y .)I .Y Y )Qx,y = Ujj,USIl' ajSo/lPSPiS aiS(JSPSPJ8 

(27) 

(28) 

Therefore, it follows that 

To get Tij;'j' according to (12) requires 
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Therefore, 

T· ., , =:;;: z::: z::: R i aj a.' a 'j' a' _Ql exp (- KE aT') 
I}'J a 0.' R B 

1 
+ 6W 6}j,2Qz - 26 j 'j,6 jj2(1 - 6)j,)Qx,y Q

R 

X exp (- K:~) 20 j /)i'J,Oii,Q", (31) 

wherein (21) was used as well as (l/Q~ exp(- E 1/KBT) 
+ (I/QR) exp(- E 2/K BT) = 1. Several special cases of 
(31) will be used and are given by 

T ijt) == 2Qx.y + 2Qz for i;>< j, (32) 

Tiii'i'= 4Qx.Y(1/Q~exp(-E/KBT) fori"'i', (34) 

T ijji ::= O. (35) 

All other choices of indices for TiJi'j' lead to zero 
values as with (35). This situation greatly simplifies 
Eq. (11). 

The x,y, and z components of the magnetic moment 
are given, on the average, in terms of the averaged den­
sity matrix, (Piit», by 

M,,(t) =g{3 ~ atj(Pi/t», (36) 
'J 

M y(t) = g{3 '0 a~J (PiJ (t» , (37) 
') 

M,,(t) =g{3 ~ afj(PiJ(t»· 
'J 

(38) 

Using (21) gives 

M x(t) = g[3«P12(t» + (P 21 (t»), (39) 

M )t) == g{3i«P21 (l» - (P12(t))), (40) 

Mz(t) =gp({Pll(t)) -(pzz(t»). (41) 

From (11) and (32)-(35) it follows that 

d 
dt (Pl1(t» =- T lll1(Pll(t)) - T 1122(P22(t», (44) 

d 
dt (P22(t» = - T 2211(Pl1(t» - T 2222(P22(t». (45) 

The combination of (32)-(35), (39)-(41), and (42)-(45) 
gives 
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:r Mx(t) ::= (E. - Et}M)t) - 2(Qx,y + QZ)M,,(t), 

:t My(l) = - (E .. - Et)Mx(t) - 2(Qx.y + QZ)My(t), 

d dt Mz(l) = - 4Qx.Y(M z(t) -Mz(CX))), 

where 

(46) 

(47) 

(48) 

Mz(CX) == _1 [exp(- ~t_) _ exp(- ~)Il. (49) 
QR KBT KBT ~ 

Equations (46)-(49) are clearly equivalent with Eqs. (16) 
-(19) when the identifications 

are made. 

It should be noted that when there is no external, con­
stant magnetic field present, then E t = E •• and it would 
be expected in isotropic media that the second moments 
of the fluctuating magnetic field produced by the reser­
voir would be isotropic, which means 

(51) 

Therefore, (50) shows that TIT 2 and the relaxation is 
isotropic. In the presence of an external, constant field, 
or in the case of anisotropic media QZ and QX'y will not 
necessarily remain equal, and both QZ > Q"'y and Qx,jI 
> Q2 lead to the special cases T 1 > T 2 and T 1 ~ tT 2' 
respectively. These special cases are observed 
experimentally. 7 

III. CONCLUSION 

The theory of multiplicative stochastic processes 
has been used to arrive at a density matrix description 
of a subsystem in contact with a thermal reservoir. In 
this paper an application to the problem of the relaxa­
tion of a magnetic moment interacting with the fluctuat­
ing magnetic environment of a reservoir has been made. 
Kubo's dilemma concerning how to properly include the 
Boltzmann factors has been resolved. Moreover, the 
derivation of Bloch's equations did not require the 
approximation of 2nd-order perturbation theory for 
short time intervals because the stochastic properties 
of the fluctuating quantities were fully utilized. 

The quantitative determination of Q2 and Q.x,y in 
terms of the exact microscopic interactions involved 
remains as a problem. This problem may be raised 
in the more general setting of Sec. I with respect to 
quantitatively computing QiajBi'a'J'B' in Eq. (14) from a 
microscopic theory of the exact interactions. This 
problem will be treated elsewhere. 
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Ambiguities of the path and of normalization in Feynman's path integral method are discussed. The 
investigation shows that the Feynman path integral method possesses inherent ambiguities, which 
can be resolved by a prescription which agrees completely with the Schriidinger equation. 

INTRODUCTION 

Recently, many! authors have attempted to derive 
quantum mechanical equations from the path integral 
method. One difficulty was that one does not get unique 
equations. It was claimed that the ambiguity resided in 
the choice of path and the approximation (of the short 
time action) used. In the next section, we point out that 
this ambiguity is the logical consequence of the Feynman 
theory and that the ambiguity of normalization apparent­
ly unnoticed till now, is equivalent to the ambiguity of 
path, in the sense that every ambiguity in the resulting 
equations as a consequence of the path ambiguity-can 
also be obtained by an alterations in the normalization. 

Pauli and later DeWitt2 approached the Feynman 
theory in a different way. They first started from the 
properties of the propagator function K and together 
with the pre-determined equation, they tried to obtain 
an explicit expression of K for small time intervals. 
It worked fine for simple cases, but when DeWitt in­
vestigated the most general Lagrangian, the asymptotic 
form of K did not quite satisfy the equation obtained 
from the canonical quantization procedure. 

Cheng 3 has obtained an equation using the classical 
action where there is no ambiguity of path. The result 
was the same as that of DeWitt except a coefficient 
of same term has the factor ~ instead of J . 

This paper is aimed to resolve all the above difficul­
ties. The organization of the paper is as follows. In 
Sec. 1, we will study the basic Feynman formalism and 
the inherent ambiguities. In Sec. 2, we will follow Pauli 
and find a new functionKo which will satisfy Schro­
dinger equation. In the brief Sec. 3, we will show the 
normalization obtained from Sec. 2 will cancel Cheng's 
extra term, thereby obtaining Schrodinger equation. 

1. PRELIMINARIES 

The basic definition of the propagator function K is 
x" t lf 

K== Ix' exp[(i/!1)J L(x,x,t)dt]Dx, (1.1) 
t' 

where (Dx is the sum over all the paths allowed by 
quantum mechanics. The condition is that the paths 
should go in one direction4 in time only. This can be 
incorporated into (1.1) by the lattice calculation, i.e., 
by dividing up the time interval into infinitesimal ones 
and for each time vary the positions along the position 
axis. In the relativistic case, the condition is presum­
ably different and causality may have to be incorporated 
as shown by Feynman. 5 

In the lattice calculation, we write (see Appendix C), 

exp[(i/h)S (x" t": x a-I t a-I )] 
K(x" t": x' t') == limJ··· J 0'.' 

, '<--0() A(t",x":ta-I,xa-l) 

exp[(i/!1)So (xl, t I : x', t')] 
X... dNxCl.-l···dNx 1 , 

A(tI,xI : t',x') 
(1. 2) 
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where dNx i is the volume element in the generalized co­
ordinate space Xi == (xI, ... ,x },), E == t" - t' /a, and A is 
the normalization function. (The meaning of So will be 
explained below). In order that (1. 2) is valid, we must 
have the limiting condition 

. {xu (i it" 1 . exp[(i/!1)So(x",t":x',t')] 
hm exp F" Ldt Dx == hm , 
E-O "X' 11 t' €-o A(t",x": t',X') 

(1. 3) 

where So means the action evaluated by a path or an 
approximation. Each time in the integrand of (1.2) must 
be the limit of an exact K for sum path and sum S. This 
is the center of (1. 3). Therefore, if the left-hand side 
of (1.3) is definitely known, for different So' A has to be 
adjusted, and vice versa. Indeed as shown in the Appen­
dix, fixing the normalization and varying So is equivalent 
to fixing a path and varying the normalization. 6 If we 
consider the classical path, So becomes Scl, the classical 
action, and we have 

K(x", t": x', t') == 1 exp [(i/h)Scl(X", t":x', 1') 
F(t" x": t' x') 

, , (1.4) 

for some F. Therefore, for classical path, 

A(t'x": t' x') <--- F(t",x"; I' x'). 

Now let us examine 

t/J(x", t") == JK(x", t": x', t')t/J(x', t' )dNx'. (1.5) 

If K is a predetermined function, then (1. 5) will yield a 
unique set of wavefunctions for given boundary con­
ditions, i.e., it will yield unique quantum mechanical 
equations. However, K is only partially determined up 
to this point because one wishes to get A of (1.3) from 
(1. 5). It is unjustified to expect both to get A and 
unique equations. If the equation is written as 

. a 02 a 
1 IT at t/J == fi (x, t) ax2 t/J + f 2(x, t) ax t/J + f 3t/J (1. 6) 

then, Appendix A shows that the Lagrangian will determine 
f1 andf2 uniquely but noth. 6 Therefore, additional inform­
ation is needed to determine A. The next logical step, 
then, is to assume an additional information that the 
equation obtained from the commutation relations are 
valid. However, we shall see that even here A is not 
altogether unique. 

2. PAULI APPROACH 

We consider the most general classical Lagrangian 

(2.1) 

where gij,apv are functions of x and t. The correspond­
ing Hamlltonian is 
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(2.2) 

where g = det (gi;) and gik g kj = 0 ij. Equation (2.2) can be 
directly translated into quantum mechanical equation if 
we use 

g 1l4p.g-1I4 =~ ~ 
, z axi' 

(2.3) 

which is obtained from commutation relations of Pi and 
Xi' 

The result of the canonical quantization is 

~n o~ -H)tJ; == 0x.ttJ; == in :t tJ; 

+ ~h?g-1/2~ fgl/'lgij ~tJ;\ - ina i .l,,/. 
ox' ~ OX) 'J ax' .., 

- hng-1/2C:ig1l2ai) tJ; - ~aiaitJ; - vtJ; = 0, (2.4) 

where a i = gii a i' Following Pauli's approach starting 
from the Hamilton-Jacobi equation, we can construct 
an explicit expression of the classical action of (2.1). 
The result is 

Scl (x", til: x', t') 

= ~ [1. g ' .. AxiAxj + 1. B' .. Axit.xjAx k + 1. C~. Ax iAxiAxl Ax k 
E 2 'J 12 IJk 7l! IJkl 

+ 0(A5x)] + a'.Ax; + i (a' . . + a~ . + ag~j ) AxiAXj 
I \ I,] J,I at' 

- (a'ia 'i + v') E + 0(A3x , E2) + O(Ec,x)'" (2.5) 

where 

and 

AXi =: X"i - X'i, 

B~ 'k= g'.. k + g~k . + gk" " I) I). ) .1 I, J 

C~jkl = g~j. kl + g~l. ij + g~k.lj + g~l. jk + g~l. ik 

+ gjk, il - g'mn([ij, m ]'[kl, n]' 

+ [ik,m]'[lj,n), + [il,m]'[ik,n]'), 

[ ij,k] =: ~(g .. k + g'k' -g'k .). , 1,J, t .J J It 

Pauli and DeWitt consider 

(2.6) 

Kc(x", t": x', t') =:::: [(21Tifi)NI2]-1 g"-1I2Dll2(X", (": x', t l )g'-1I4 

X exp[(i/n)Sci(X",t": x',t')], (2.7) 

where D == det (- a2,sc/ax"iax'j). From (2.5) we can get 
the explicit expression for K c' 

Kc (x", t": x', t') =: [(21TitlElNl21-l{1 + ~ R' ij AxiAxj 

+ higher orders) x exp[(i/l'i)Scd, (2. B) 

where 

and 
R "k ' l =: ~(g~. kl-g"1 k' -gk'· '1 + gk'l .. ) I) ,), I.J ).1 .1) 

+ g'mn (lij,m],[kl,n], - [kj,m]'[il,n]') . 

If we operate Kc by 0x".t'" we get 

Ox". t"Kc(x", t":x', t') ==[~ n2R ' + O(AX) + O(E)]Kc ' (2.9) 

where R' =: g'ijR~j' 

The rest of the properties of Kc are (also of K): 
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1. K~ (x", t": x', t') =: Kc(x ' , t':x", t") (2.10) 

which is demanded by the Hermiticity of H and property 
2, 

2. Kc(x",t":XI,tl)-70(X"-xl,t') as E-70 (2.11) 

where o(x"- x', t') is the delta function in the curvilinear 
space. 

The J. R 'n 2 term of (2. 9) is incompatible with the 
requirements (1. 6) and (2.11). To remedy this, DeWitt 
has formed a new Hamiltonian which has the additional 
A R In2 to the original H of (2.4), thus removing the un­
satisfactory features. This is a rather arbitrary step, 
and in the spirit of the foregoing section, it is more 
natural to modify Kc' To give an example, we consider 

Kc (x", t": x', t') =: (1 + AihR'E + 0(E2))Kc (2.12) 

Then, since the new factor only depends on x' and E, 

Ox". t .. Ko = (in a~" (i~'E) + O(E) + Ox". t") Kc 

x (1 + AiM'E) =: (-In:?R ' + tzn:?R ' + O(AX) 

+ O(€»Ko' (2.13) 

which satisfies (2.4). However, (2.12) is not the only 
possible one. We write 

K(x", t":x ' , t') == [(21TitlE)N/2-1(1 + itlEA' + E;jAXiAxj 

+ higher order) x exp[U/ti)SCl (x", t": x', t')], (2.14) 

where A and E ij involve derivatives of g ij so that K will 
reduce to the well known form when gi)'s are constant. 
The Appendix shows that if -A I -g' ij E ij + R' /6 =: 0, then 
K of (2.14) satisfies (2.4). 

Note that, (2. 14) also satisfie s (2. 10) and (2. 11) 7 up to 
order E and A~. The higher-order terms are not neces­
sary if we use the lattice calculation. However, only one 
of (2.16) satisfies the group property up to order E, and 
therefore, only one is the asymptotic K up to order E. 

3. SHORT-TIME CALCULATION 

In his calculation, Cheng did not recognize the ambigu­
ity of normalization and he considers 

K = [(21Til'iE)N/2]-1 exp[(i/l'i)SC1(x", t":x', t')] (3.1) 

for small E:. From the arguments so far given, it is 
clear why we will not get Eq. (2.4) 

Suppose we do the same calculation using K of (2.14). 
To make it easier, we first write K as 

K(x", t":x', t') =: [(21TitlE)NI2]-1(1 + inA"E) 

(1 + E~jAXiAXj) exp[(i/ti)SCl]' (3.2) 

The difference between (3.2) and (2.14) is the order of 
A 3X and therefore it will not contribute here. 

Then we have 

./,( "t') + otJ; (1 +inA"ElJ (i .. ,,) ..,X, E-:::: exp-AX'Ax)g 
at' (21TinE)N/2 2fiE ij 

x (1 + E~jAXiAxj) (tJ;(x", t') - AXi oVl + 0(A2X») 
ax'" 

( 
- 0../ " 

x ../g" - AXi~ + 0(A2X») 
ax"l 
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x (the expansion ofthe rest ofthe action) d .0. x' ..• d .o.xN 

= (1 + iM "€)(1/I(x ", t') + (€/in)H x .. 1/I(x", t'l 

(3.3) 

where E" = E~jg"ij. 
Again, if A" + E" = R "/6, then (3.3) reduces to (2.4). 

CONCLUSION 

If the integral of (1.1) can be evaluated directly, then, 
Feynman's formalism gives a unique K and a unique 
equation. However, at the present moment unambiguous 
calculational procedure which is really what would 
define the integral does not exist. The "lattice method" 
employed by others and also in this paper possesses 
certain inherent ambiguities for example the Feynman 
formalism leaves the scalar operator term of the equa­
tion ambiguous. Even if we fix the scalar term, the 
normalization is not unique. Note that the same phenome­
non occurs even in a flat space, but all the different 
normalizations add up to the same K after the lattice 
calculation. 
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APPENDIX A 

We will use the Lagrangian of (2.1), except that we 
will consider only one dimension to simplify the matters. 
The Lagrangian is, then, 

L(x, x, t) = g(x, t)x2 + a(x, t)x + vex, t). (A1) 

We take an arbitrary path6 x(t) such that X W') == x" and 
X{t') = x'. To simplify the notation, we define 

." dx I 
x = dt tN' 

d2x I x"--
- dt2 tn' 

etc. 

From x' = X"- i"€ + iX"€2 + "', we see that 

where O! ",13" are the functions of x" and t" and they are 
determined from the path chosen. 

Differentiating (A2) with respect to time, 

x" = x" _.o.x + fa" + aO!"x'~ .0.% + 20!".o.xx"_ a".o.2x 
€ €2 \ ax"} € € €2 

+ 3f3".o.2x. " + 113, " + 013" . I~ .o.3x f3".o.3x + 
--€-x ~ ax"x } 7- 7i y 

+ e .o.x + ~ .o.2x + higher orders, 
€ € 

(A3) 

where 

oO!" = aa(x, t) I 
ax" - ax x", til 

and 1', e, ~ come from B(€, .o.x) term of (A2). Therefore 
we finally get, 

x" = 20!" (.o.2x/€2) + higher orders. (A4) 

On the other hand, (A1) can be expanded as 

a " a " 
L == [ "+ l!....- x"(t - t") + l!....- (t - t") 

g ax" at" 

x.!(t-t")2 l!....-x,,+~ +0(t-t")3] (
0 " a2 

") 

2 ax" ax"2 

X (x" + X"(t - t") + oft - t")3)2 

+ (an + aa" x"(t _ til) + aa" (t - til) + oft - [lip;) 
aX" at" 

x (XII + x"(t - til) + oft - [11)2) + V" + oft - t"). 
(A5) 

Substituting (A2) and (A4), 

L = ,,&2x + 2 "O!" N-~ + .!L N-x + 4 ''a'' .o.~ (
a II ) 

g Ell g e2 ax" e3 g €3 

x (t - t") + 0 ~t - t"P (A2x N-~)~+ a" .o.x 
~ e2 ' e3 y e 

+ a"O!" $-x + v" + 0 (I - t")2 (.o.x $-Jf.)~ . 
e E ' €2 IJ 

(AS) 

J
tll 

Therefore, So = I' Ldt becomes 

.C;: H &2x + 2 " ".o.~ 1 g fS3x + 4 " II fS3x (
a H ) 

'-'() = g 7 g a E - 2" ax" 7 g a 7 

+ a".o.x + v"e + o( A€~) + o(e) + O(~x) 
a II 

== gH &2x _ 1. l!....- N-x + a".o.x + V"€ 
€ 2 ax" e 

+ o( .o.;x) + o(e) + O($-x). (A7) 

gil, og"/a x ", a" are fixed by the Lagrangian and the end 
points, and a '~ 13" occur only in higher terms. Since 1/1 
expansion is 

at/.- 1 a2,JI 
1/I(x': t') - - .o.x + 2" - .o.2x 

ax" ax"2' 

the coefficients of 01/1 /ax" and a21/1/ax"2are independent 
of the path variation, because they pick up only the lowes 
order terms. The arbitrariness comes only in the coef­
ficient of 1/1 and this can be regulated by a normalization 
of the form (21T€11i)-N/2(1 + inEf(x'~ t'» which will 
alter just the coefficient of 1/1. The arguments for the 
averaging approximation of the action is similar. All 
the ordering rules, Le., Weyl-McCoy, symmetrization, 
and Born-Jordan, etc., differ only by a scalar operator 
when the Hamiltonian has no more than second-order 
derivatives. Therefore, we see that Feynman formalism 
accomodates all these with the ambiguity of normaliza­
tion. 

APPENDIX B 

We consider 

when operated by Ox", t". 

The result is 

iff (- N + inA' +.i..1§.) K + O(E)K +riff2g"ii2E'. 
2e 11 at" L ;J 
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+ ti2(.i) "jj2E~ IlXk ~ n g Jk ox"; 

+ 1." 2 (i) g"-1I2 _0_ (g"112 "lj)...E.§.... 
2 ti OX"i g ox"} 

+ 1. n 2 "ij (i) 02S + 1." 2 "I; (i)2 ...?.§... ..2..§.. 
2 g 11 OX"iOX''J 2 g n ox"! ox"j 

_ '11 III(i) ~ _ in (g"1/2 ,a"i + "112 "i ,) 
t a 11. ox"; 2 " g a, I 

-1a"!< - v" + a(€, IlX)] K. (Bl) 

From Hamilton-Jacobi equation, 

~ =-v"_1. "i; ~ ~ + "ij~a'~ 
at" ag ax"i ax"j g ax"; J 

-1g"iJa jaj'. (B2) 

Using (B2) and (2.5), (Bl) becomes (K will not be written 
down explicitly from now on): 

_Nin -ti2A' +ti2E' + 2'n 'ijE'. Il k(g~IIlXI) 2€ l g ]k X € 

+ 1in(g"-11?g"1l2,;g"ij + gii", i) 

( 
, Ilxk + 1, I k ') 

X gjk-€- 4€ Bjlkllx Ilx + a j 

a 'Ij 
+ 1i11(g~j + g'ii, k Il Xk + !t' € + 19' ij, hi Ilxk IlXl) 

+ (g:; 21€ B~ikllXk + 6~ C~jklIlXkIlX? + 11lfg'ij 

x 1 (a', ,+a', ,+ ag~i\ _iii g'-112(g'-Jl2 .a'i 
\' '.J J.' ot'l 2 " 

+ g'1I2 g' i, i) + 0 (Il;X and higher) . (B3) 

We use g"1/2>ig"-1I2g"ij = 19"lkg ;'k.ig"ij and evaluate 
everything around time t'. 

Then, (B3) becomes 

+ 1.in (gjk
llxk + ..!...B~ IlXlIlX k\ (u'nmg' ,g'i; 

a '\ € 4€ Jlk ") nm. , 

+ g'ij, i + g';i>in Ilxn + 1 Ilxng'm p, "g'".p, ig'lj 

+ 1Ilxng'mPg'".p,i"g'ij + 1 Ilxng'mPg'".p,ig'ii'n) 

in ( I" , Il Xk 1 I' , k g~j + 2" g 'J, kg;j -€- + zg '1, klllx IlXl"E 

+ 1 'i'B' k + 1 'i'C' k I) 2€ g 1 ijk llx 6€ g J ijkl llx Ilx + 

= n2 (E' -A') 

+ ~g'lkgl'k" + ~g'k.g'l"gl' g'mk,. • 'J , n,m J 
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+ 1 (' +' +' )(1 'In' 'mk + 'lk 1) "8 gij,k g;k,i gki,J 2:g gln,m g g, 

+ 1 , , lk + I 'lk (g' +' +' ) .. glkg 'ij .. g 'i lk,j glj,k gkJ, I 

+ Ag'lk(g~j.lk + g~k, ij + 4g~I,jk - g'mn[ij, m ]'(kl, n]' 

- 2g'mn [ik, m]'[lj,n]')] (2) + a (Il;X) . 

glj'k = - gilgj mglm,k and therefore [ ]I is easily seen to 
be zero. 

By USing 

a 2 (g'lk') 0 t --, - 'g'l = ,e c., 
ox'oxk ' 

]2 becomes 

2E' l' kl' + 1 'kn '1 ' , 
ij - zg gli,kj 2:g g mgnm,kgil,j 

+.1 'kn '1m t I _ 1 f 'mk-'ln I ag g gmn,jgli,k 4g1m,Ig b gnk,J 

+ ~g'lkg' .. - !t:g'lng' <1"'m qg'., lk, 'J In,~ q',} 

+ t (g' .. k + 2g', ,) (1. g' lng' <1"' mk - g' kmg' lng' ) 
'J, Jk" 2 In,~ mn,l 

+ !t:(-g;k,ijg'lk + 2g;k,ig'kng 'lmg'".n,j) 

- !t:g'lng'kmg~m, i (g;k,J + 2g~j,k) 

+ ~g'lk(g~j,lk + g;k,ij) + ~g'lkg~l,jk 
- 1. 'lk 'mn (2 I - I ) (2' _, ) 

<IS g g gim,j gij,m gkn,l gkl,n 

I , I k 'mn (2 ' ') (2 ' ') -24g g glm,k-gik,m gln,j-glj,n' 

If we group the above terms, we precisely get 2E~j -
(R;/6), 

Therefore, 

a x" t" K = [-n~' + 112E' + 2E'"llxillxj in 
, ~ € 

- i~~j Ilxillxj + 0 (Il;) + OCE) + a(llx»)K (B4) 

For 

lim J a x", t"K(x", t": x', t')lJ;(x', t')dN x', 
' .... 0 

we expand all the relevent quantities in terms of x", t', €, 

and Ilx, The procedure is the same as that of the short­
time calculation, The result is 

lim J aX",t"KlJ;(x', t')dNx' 
<-+0 

= (-n2A" + n 2E" - 2E~jg"ijn2 + * R7j g"ij)lJ;(X': n. 
Therefore, A" + E" = ~ R ". 

APPENDIX C 

We show that if g;j is not constant, then, F of (1.4) de­
pends also on x", x'. The argument is similar for A of 
(1. 3). We consider the one-dimensional case and a i == 
Vi = O. Expanding the Lagrangian around the classical 
path x(t) [x(l") = x", xU') = x'], we have 

x" [' t" ( og(x t) 
K :::;~, exp -K fe, g(x, t) + at- yet) 

Cl2gG, t) )!. .!.' 

+ 1 QXOX y(t)y(t) + higher order (x 2 + 2xy 

+ y2)dt)Dx, (el) 
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where y is a small variational path with y(t') = y(t") = O~ 
Therefore, 

x" (i J [i tll( og(x, t) . )] K = J Dx exp - 5 exp - J -_- y(t)i 2 + . .. . 
x' n cl n I' ax 

Equation (el) can be written as 

K = exp(~SCl)];ODY exp[~ f" (2g(i, t)~y + g(x, t)j2 

+ :~ y2 + .. -) d~ 
If g only depends on t, Dy is only a f~ction of t" and ~

(l 

I'. However, if g depen s on x, since J~ Dy is a function­
al of g(x, t) evaluated at t" and t', it will depend on x" and 
x'. Therefore, the normalization is allowed to have X/~ 
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x' dependence when gij is position-dependent. 
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The constraints that the curl and divergence of a vector field must satisfy in order that the field be 
identically zero outside a given radius are investigated. These result in two equations which connect 
the multipoles of the components of the curl and the multipoles of the divergence of the field for 
each given I. In an alternative proof of this constraint it is shown that the same relations still hold 
for the full space provided that the radial functions, which are the coefficients of the expansion of 
the field in vector spherical harmonics, satisfy certain conditions at infinity. 

1. INTRODUCTION 

A physical way of introducing a vector field is by 
prescribing its curl and divergence. The uniqueness of 
this decomposition is well known. Furthermore, the 
physical meaning of the irrotational and solen9idal 
parts of the field need not be stressed here. In order 
to quote a straightforward example, all the relevant 
physical quantities in electromagnetic theory, like the 
radiation emitted by a current, are connected to the 
divergence and to the curl of the current itself. 

The origin of this paper was an investigation with the 
purpose of seeing what kind of general constraints are 
imposed on the current responsible for a given type of 
radiation. 

In many problems these currents are restricted to a 
finite region of the space. This condition which is quite 
general imposes a constraint on the current itself since 
the curl and the divergence of the current cannot be 
aSSigned arbitrarily otherwise the current will only go 
to zero as r-2 for large r. While this is quite obvious1 

and well known, it seems to us that in the past it has 
been overlooked,2 and the detailed relations between 
the curl and the divergence of a vector field that must 
be satisfied for the field to vanish outside a given region, 
to the best of our knowledge, have never been derived. 3 

We shall in the present paper derive a set of equations 
which represent the necessary and sufficient conditions 
for a vector field to vanish outside a given radius. 

This will be done in Sec. 2 making use of the Helmholtz 
representation. 

In Sec. 3 ail alternative derivation of the theorem is 
given using the expansion of the vector field in vector 
spherical harmonics. 

In Sec. 4 some explicit examples are worked out. 

2. HELMHOLTZ'S THEOREM AND THE VANISHING 
OF THE VECTOR FIELD 

Let j(r) be the vector field which vanishes outside a 
given radius r o' The actual shape of the region in which 
j(r) is different from zero may be completely arbitrary, 
since we can always enclose it in a sphere of radius r o' 
Our starting pOint is the well-known Helmholtz's theo­
rem4 which allows us to write j(r) as a sum of an irro­
tational part V cp(r) and of a solenoidal part V x A: 
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j(r) = Vcp(r) + V X A(r) 

with the supplementary condition 

V 'A ::: O. 

Obviously Eqs. (2.1) and (2.2) imply 

V' j(r) = ~2cp(r), 
V x j(r) = - ~2 A(r). 

(2.1) 

(2.2) 

(2.3) 

(2.4) 

The solutions of Eqs. (2. 3) and (2.4) are given by the 
Poisson formulas 

cp(r) == - ~ J V' m) d3~, 
411 Ir - ~ I 

(2. 5) 

A(r):::~ J VXjW d3~ 
411 I r - ~ I 

(2.6) 

It is easy to verify that condition (2. 2) is automatically 
satisfied by expression (2. 6). We are now mainly con­
cerned in imposing the condition that outside the radius 
r 0' the vector field j(r) resulting from the insertion of 
expressions (2.5) and (2.6) into (2.1) should be zero. 

The simplest way to proceed is first to use the classi­
cal Legendre expansion: 

1 =411 E t 1 L y* (J' ')Y (.9- cp) 
I r - ~ I 1=0 m=-I (2l + 1) rl+l 1m ,cp 1m' (2. 7) 

valid for r > ~,where J', cp' and J, cp are the angles of 
the vectors ~ and r, respectively. 

By inserting Eq. (2. 7) into expressions (2. 5) and (2. 6) 
we get 

00 I 
cp(r) == - 6 6 _1 __ 1_ Dim Y (J ) 

1=0 m=-I 2l + 1 rl+1 1m' cp , 

A() ~ ~ _1 __ 1_ Rim Y (. ) 
r ::::: 17:0 m~1 2l + 1 rl+l 1m v, cp , 

where we have introduced the notations 

Dim = J ~I ytm(J', cp')V' m)d3~, 

Rim == J ~ 1 ytm(J', cp')V X j(r) d3~. 

Copyright © 1974 by the American Institute of Ph'f$ics 

(2.8) 

(2.9) 

(2. 10) 

(2. 11) 
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Of course, Eqs. (2. B) and (2. 9) are valid only for r > r 0' 

but that will be enough for our purposes. 

In order to proceed further we will need the following 
formula: 5 

V ---- ----Y .9 (
Ylm (.9, ep») (: 1 + 1)1/2(4 1) 1 

rl+1 - 21 + 1 dr r r1+1 1.l+l.m(' ep) 

( 
1 )1/2 ( d 1 + 1) 1 

+ 21 + 1 \ dr + -r- r1+1 Yl • 1-1. m (.9, ep) 

= [(21 + 1)(1 + 1) ]1/2 _1_ Yl 1+1 m (.9, ep). 
rZ+2 . , 

(2. 12) 

This formula is a particular case of Olsons' formulas 
and the Y,.>-.m' where A = Z- 1,1,1 + 1, are the vector 
spherical harmonics as defined in AB3. 5 With the help 
of Eq. (2. 12) we can write at once 

Vep(r) =- ~ ~ -- l+2 DlmYI ,I+l,m(.9,ep)· 
00 I (l + 1)1/2 1 

1-0 m- I 21 + 1 r (2. 13) 

Since Rim are constant vectors, we get also 

V x A(r) = 6 6 -- -YII+1m (.9,ep) X Rim. 
00 m~I(1 + 1 )1/2 1 

I~O m-I 21 + 1 rl+2" (2. 14) 

In order to make explicit the cross product, we must 
write down the definition of the vector spherical har­
monics which appears in (2. 14): 

Y 1,1+1.m(.9, ep) = 6 Y I+1,1I (.9, ep)e q(1 + 1 1J.1q 11 + 111m). 
~q (2. 15) 

Here the eq are the unit spherical vectors and (l + 1 
1J.1q Il + 111m) are the Clebsch-Gordan coefficients 
both being defined as in A. Equations (2. 13) and (2. 14) 
are valid for r > r 0' and therefore they must add up to 
zero if the vector field j(r) has to be zero in that region. 

We shall define the spherical components of the vector 
tors Rim as: 

(2. 16) 
Rim = Rim R - _ (1/.fi)(Rlm + Rim) o z +1 - x y 

In terms of these quantities the three spherical compo­
nents of V x A can be written down as 

(V X ALl = - '6 L; 6 -- - Y I+1 I' (
1+1)1/2 1 

I m II 21 + 1 r 1+2 

x {(l + 11J.10 11 + 1 llm)Rl_T 

+ (1 + 1 1J.1l 11 + 1 11m)Rbm}, 

( 
1 + 1 )1/2 1 

(V x A) 0 = Lt 6 :0 -- ~ Y I+1 II 
I m il 21 + 1 r 

x i{(1 + 1 IJ. 1 -1 11 + 1 11m)R~t 

- (1 + IlJ.llll + 1 llm)RI+T}, 

(
1 + 1 ) 1/2 1 

(V X A)l = ~ ~ ~ 21 + 1 r l + 2 Y Z+1,)j 

X i{(l + 1 IJ. 1- 1 11 + 1 llm}R&m 

+ (Z + 1 IJ.I0 11 + 111m)Rim}. 
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Similarly one can obtain the three spherical compo­
nents of the vector Vep [Eq. (2. 13): 

(V L = L; (~)1/2 Dim 
ep 1 Imll 21 + 1 r l +2 

X (1 + 1 1J.1l I 1 + 111m) Y I+1 .
il 

(.9, ep), (2. 20) 

(Vep)o = - 6 (~)1/2 Dim 
lmll 21 + 1 rl+2 

X (l + 1 IJ.I0 11 + 111m) YI+1,11 (.9, ep), (2.21) 

"" (1 + 1)1/2 Dim 
(Vep)+1 = l~ 21 + 1 r1+2 

X (1 + 1 IJ.I - III + 1 llm) Y I+1 .
11 

(.9, ep). (2.22) 

The change in sign in (2. 20) and (2. 22) is due to the 
property of the unit spherical vectors: 

(2. 23) 

With the explicit expressions for (V x A) given by Eqs. 
(2.17)-(2.19) and (Vep)q given by (2. 20)-r2. 22) we can 
write the three equations compelling the field j(r) to be 
zero for r > ro: 

(Vep(r»q = - (V x A(r»q with q = - 1,0,1. (2.24) 

From the resulting equations, by performing the sum 
over IJ. ,and using the orthogonality of the spherical har­
monics, one gets 

Dlm+1(l + 1 mll 11 + 111m + 1) 

= - i{- (l + 1 mll 11 + 1 II m + I)Rb m
+

1 

- (Z + 1 ml0 11 + llm)R:T}, 

- Dlm(l + 1 m10 11 + 1 llm) 

= i{- (1 + 1 m 1 - liz + 1 11 m - 1)R~r-1 

(2. 25) 

+ (l + 1 mll II + 111m + 1)Rim+1}, (2.26) 

Dlm-1(l + 1 ml - 1 11 + 111m - 1) 

=- i{(l + 1 m1-111 + 111 m -1)Rfr-1 

+ (l + 1 m10 II + 1 11m)Rim}. (2.27) 

One notices that all the Clebsch-Gordan coefficients 
entering into these three equations have simple expres­
sions. Upon substitutions of the explicit expressions 
and Simplification one gets the final equations: 

R!i = [(l- m)/2(1 + m + 1»)1/2 (Rbm+1 + iDlm+1), 
(2. 28) 

Rim = [(Z + m)/2(l- m + 1)]1/2 (Rbm-1 - iD 1m-1), 
(2. 29) 

iD lm = [(l + m)/2(Z - m + 1»)1/2 R~t-l 

- [(l- m)/2(Z + m + 1»)1/2Rim+1. (2.30) 

Equations (2. 28)- (2. 30) are the main result of this 
work. One sees at once that only two of them are inde­
pendent. For reasons which will become clear in the 
next section we shall take as independent equations the 
first two, 1. e., Eqs. (2. 28) and (2. 29). Let us now observe 
that Eqs. (2. 28) and (2. 29) are both necessary and suffi­
cient conditions for the vector field j(r) to vanish outside 
the given radius. 
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That these relations are necessary conditions follows R~m = J rl ytm (J, cp) (V x j(r»q d 3r, (3.5) 

(3.6) 
from the way they have been derived, i.e., by demanding 
that the field be identically zero outside the given region. Dim = J rl ytm (J, cp)V· j(r) d 3r 
But they are also sufficient, for, once they are satisfied, 
all the coefficients of the Laurent series in r vanish can be obtained. 
identically. The result is 

A last remark is in order here. 

The constraints imposed on the field by the fact that 
it is vanishing outside a given region are formally inde­
pendent of the radius of the sphere enclosing the domain 
in which the field is different from zero. This is obvious 
physically since these constraints are relations among 
integrals which are different from zero only in the do­
main in which the field is different from zero. 

This argument can also be seen from the derivation 
of our relations (2.28) and (2. 29). The whole point was, 
as far as the radius was concerned, to choose a radius 
r 0 such that the entire domain in which the field is non­
vanishing is enclosed in the sphere of radius r 0, and 
then for r > r 0 to impose the condition that the field be 
identically zero. 

It is quite clear that whatever radius R > rowe had 
chosen, our proof would have proceeded in the same 
way and would have ended with the same results. 

This consideration suggests that Eqs. (2. 28) and 
(2. 29) are probably still valid for an infinite radius pro­
vided that certain conditions are satisfied. This turns 
out to be the case as the alternative proof that we give 
in next section will make clear. 

3. ALTERNATIVE PROOF 

Although the guess made at the end of Sec. 2 about the 
validity of Eqs. (2. 28) and (2. 29) for infinite radius 
could be put on more solid ground directly even with the 
Helmoltz's representation, we shall outline in this sec­
tion an alternative proof of the same relations. Let us 
assume that the vector field j(r) is suffiCiently well­
behaved that it can be expanded in vector spherical 
harmonics: 

The curl and the divergence of j(r) can then be expressed 
in the following compact forms (A84): 

V x j(r) = 6 i{L[J + 2J fJM(r) [J /(2J + 1)]1/2 YJ JM(,J, cp) 
JM . 

+ L[-J]g~~[J/(2J + 1)]1 /2Y J.J+1 M(",CP) 

+ L[J + l]gj~ [(J + 1)/(2J+ 1)J1/2 

x YJ,J-1M(", cp) + L[- (J - l)]hJM(r) 

x [(J + 1)/(2J+ 1)J1 /2yJJM(,J, cp)}, (3.2) 

V· j(r) = L. {[J/(2J + 1)]1/2 L[- (J - l)JhJM (r) 
JM 

- [(J + l)/(2J + 1)]1/2 L[ J + 2] fJM(r)} YJM(J, cpl. 

(3.3) 
In Eqs. (3. 2) and (3. 3), the operator 

d x 
L[x]:::: dr + r 

has been introduced 

(3.4) 

From Eqs. (3. 2) and (3. 3) the multipole components 

J. Math. Phys., Vol. 15, No.2, February 1974 

Rim:::: i {[(l + m)(l + m - 1)(1- 1)(2Z + 1)/2Z(2Z- 1)]1/2 

X en m-1 + [(l + m)(Z - m + 1)(2/ + 1)/2Z ]1/2 Ht~-1}, 
(3.7) 

R&m = i{[(l- 1)(21 + l)(Z + m)(Z- m)/Z(2Z- 1)]1/2 C/~l.m 

- m[(2Z + 1)/Z]1/2 Hf:!}, (3.8) 

R!r = i{[(2Z + l)(Z- 1)(1 - m - 1)(/- m)/2/(2Z- 1)]1/2 

X Cl ~t m+l - [(21 + l)(Z + m + 1)(1- m)/21]1/2 HI, m+1' 
(3.9) 

Dim = - [Z(21 + 1)]1/2 Hr~. (3.10) 

In Eqs. (3.7)-(3.10) the following definitions have been 
introduced: 

HZ+1 = fro rl+lh (r)dr 
I,m 0 I,m' (3. 11) 

1+1 _ fro 1+1 
C I - 1 ,m - 0 r g/-1,m(r) dr, (3. 12) 

and use has been made of the fact that since the field is 
vanishing outside the domain contained in a sphere of 
radius r 0 the following quantities must also vanish for 
all 1 and m and r 2': r 0 : 

(3. 13) 

Equations (3.7)-(3.10) express the four quantities 
R~m and Dim in parametriC form, by means of the para­
meters e f~l, m and Hr~ for a given I and m. 

A simple algebric manipulation allows the elimination 
of these parameters and one ends up again with Eqs. 
(2.28) and (2.29). Although it would have been difficult 
to foresee our basic equations from this direct calcula­
tion, this proof has the advantage that it established in 
clear way the conditions under which the stated theorem 
holds. 

They are: 

(a) The field j(r) can be expanded in the series (3. 1) of 
vector spherical harmonics. 

(b) The radial coefficients are such that the quantities 
(3.13) are zero for r ~ ro' 

The condition (b) allows an immediate extension of the 
conditions under which our theorem is valid. In fact it 
is obvious that if the radial coefficients are such that 

lim r l+2 fzm(r) :::: 0 

~ r-W 

lim r l+2 g Im(r):::: 0 for allZ and m, (3. 14) 
r~Q() 

~ lim r l+ 2 h lm (r):::: 0 
r -; 0() 

nothing is changed in our formulas, and we are still left 
with Eqs. (2. 28) and (2. 29). Therefore, provided the con­
ditions (3. 14) are satisfied, our theorem is valid if the 
region is the whole space. 

Before closing this section it is worthwhile to analyze 
the phYSical meaning of the two parameters cr! and 
Ht!-n· ' 
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Equation (3. 10) already dictates the significance of 
Hr~ : Apart from a known function of I, this parameter 
is the multipole (I, m) of the divergence of the field. 

In order to find the meaning of Gr~, let us compute 
the following quantity: ' 

(3. 15) 

This integral, when j is a current, is the static magnetic 
multipole (l, m) of the current. 

Its evaluation in terms of the radial coeffiCients can 
be accomplished if one observes that by a vector iden­
tity S I, m can be written as 

(3. 16) 

The following formula is valid (A84): 

(r/r)Ylm(.9,CP) =- [(l + 1)/(21 + 1)]1/2Y1,I+l,m(.9,cp) 

+ [1/(21 + 1)]1/2 Y I 1-1 m (.9, cp). (3.17) 

It is easily seen that by use of Eqs. (3. 2) and (3. 17), 
and due to the orthogonality of the vector spherical har­
monics qne has 

Sim = i J rl+3r(~ _ 1) g (r) [l(l + 1)]1/2 
L\:dr r I,m 2/+1 

(
d 1+1) [l(l + 1)]1/2J 

- dr+-r- gl.m(r) 2[+1 dr, (3.18) 

or 

SI,m=- i[l(l + 1)]1/2 J r l+2 g (r)dr I,m 

= - i[lU + 1)]1/2 Cr!. (3. 19) 

Equations (3. 10) and (3. 18) therefore complete our pic­
ture by telling us the physical meaning of the parameters 
Ht:;; and Gl~~. They are, respectively, apart from some 
given function of I, the static electric and magnetic mul­
tipole (1, m) of our vector field j(r). 

4. SOME EXPLICIT EXAMPLES 

In this section we shall verify on some elementary 
examples the validity of our relations among the multi­
poles of the curl and of the divergence. We shall consi­
der two examples, one solenoidal and one irrotational. 

First we consider the closed loop field 

j(r) = lO(e - 1f/2) 15(r - a) 11", (4. 1) 

where 11" is the unit vector in the cp direction and f is a 
constant. Physically this may represent a current of 
intensity f flowing in a circle of radius a centered at the 
Z axis. 6 

Obviously one has 

(4.2) 

so that all Dim = O. 

Furthermore, an explicit calculation shows that the 
only nonzero multipoles of the components of the curl 
are 

J. Math, Phys., Vol. 15, No.2, February 1974 

228 

(4.5) 

By remembering the following relations, 

p?(O) == (l - 1) PI-!1 (0), 

I P?(O) == - PI~1 (0), 

it is easily seen that Eqs. (2. 28) and (2. 29) are satisfied. 
As a second example let us consider the field7 

j(r) == 11", I(r) [15 (cose - 1) - 15 (cose + 1)], (4.6) 
21fr2 

where 11", is the unit vector 1n the r direction, the 15 func­
tions force the field to be zero everywhere but along the 
polar axis, and f (r) is zero for r ~ r o. 

For a particular choice of the function fer), (4. 6) may 
describe an antenna. However, for our purpose we shall 
not need any further specification of fer). 

The only multipoles of V· j different from zero are 
the ones with m = 0, which are 

DIO == (21 + 1) 112 [P (1) _ P (_ 1)] f"'o rl df(r) dr (4.7) 
4lT I I 0 dr 

while the only R ~m different from zero are 

RP == + ~ [(21 + l)(l- 1) IJ1/2 [P
I
(l) - P

I
(_ 1)] 

.f2 4lT(l + 1) I 

x J;o f(r)r l-1 dr, (4.8) 

R~-1 == _ ~ [(21 + 1)(1 + 1) IJ1 /2 1(1 + l)[P (1) - P (- 1)] 
1 .f2 L 41T(1- I)! I I 

X f"'o I(r)rl-l dr. (4.9) 
o 

Now due to the fact that I(r 0) == 0 we have identically 

fro rl df(r) dr ::::: - 1 f'o rl-l f(r)dr 
o dr 0 

so that one sees again that (2.28), (2.29) are satisfied. 

5. CONCLUSIONS 

A full and detailed investigation has been made of the 
relationship which the curl and the divergence of a vec­
tor field must satisfy in order the field vanish outside a 
given region. In particular the alternative proof we 
have given in Sec. 3 shows that this region may be the 
full space and provides the conditions which the radial 
functions, which are the coefficients of the field's expan­
sion in spherical harmonics, must then satisfy. The al­
ternative proof also provides a qUite natural parametric 
representation of the four quantities R~m and Dim in 
terms of two parameters G~:: and H~+~ which are directly 
related through Eqs. (3. 14) and (3. 22) to Sim and Dim. 

These two parameters are the ones which by virtue of 
our Eqs. (2. 28)- (2. 30) determine the multipoles of the 
components of the curl of the field. Furthermore, they 
can be identified respectively with the magnetiC and 
electric multipoles (1, m) of the field j(r). While this 
observation may be taken as the starting point for a 
general formulation of a theory of the field's multipoles, 
we believe that the theorem derived in this paper may 
be useful in other respects. 

For example the electric and magnetic multipoles of 
soft radiation generated by a given current are deter­
mined by the quantities Dim and Sim respectively. If, 
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therefore, the angular distribution and the polarization 
of such radiation is measured, one can obtain Dim and 
Sim and by the theorem derived in this paper one can 
determine the multipole components of the curl of the 
current itself. The theorem, therefore, will provide a 
test for any proposed model for such a current. 8 

Conversely, the theorem may prove uSeful in con­
structing models of currents which radiate in pres­
cribed way, for example with a fixed ratio of magnetic 
to electric multipoles. 
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We briefly review the methods which have been used to establish the domains of analyticity of the 
partial wave scattering amplitude in the presence of a Yukawa potential as a function of the coupling 
strength, and the methods available for proving the convergence of Fade approximants to the 
Neumann series of the partial wave Lippmann-Schwinger equation. We then give a complete proof, 
using the Banach space technique first used by Lovelace, that the scattering amplitude is 
meromorphic in the coupling strength, and use Pommerenke's or Beardon's theorem to deduce the 
domains of convergence of the Fade approximants. 

1. INTRODUCTION 

In this paper, we briefly review the progress which has 
been made in proving the convergence of Pad~ approxi­
mants to the Neumann series of the partial wave Lippman­
Schwinger 1 equations in the presence of Yukawa type po­
tentials. We present a self- contained and explicit deriva­
tion of what appears to be the strongest result pertaining 
to the physical situation. We prove using Beardon's 
theorem that the [M,N] approximants to the Neumann 
series converge uniformly as M ..... rt:) with M <:; O! N for 
some O! > 0 to the solution of the Lippmann-Schwinger 
equation in any compact set containing no poles of the 
solution or limit pOints of the poles of the approximants. 
We prove, using Pommerenke's theorem, that the [M,N] 
approximants to the Neumann series converge in capacity 
with A-I <:; N 1M <:; A for some A ;;,. 1. The method was 
first used by Caser, Piquet, and Vermeulen for the 
T matrix2j it was simplified and applied to the K matrix 
by one of us3 and is being used to solve the Faddeev 
equations of K decays. 

The theorem we prove can certainly be derived by 
taking appropriate sections from the published litera­
ture, but some of the literature is incorrect and has 
been superseded. There are several different approach­
es to the problem, and we wish to use methods which 
will generalize. Generalization to nonsingular short­
range potentials is straightforward in all methods, but 
not all methods generalize to treat the Blankenbecler­
Sugar equation,4 the Bethe -Salpeter equation or equa­
tions with nonlocal or energy-dependent potentials. 
(i) Banach space methods seem the most natural way of 
approaching the problem. Lovelace used a spectral 
representation of the kernel to prove the kernel compact 
on the Banach space C 1 of bounded differentiable func­
tions with bounded continuous derivatives on [0,00).5 It 
is now known that not all compact operators on an 
arbitrary Banach space can be apprOximated in norm by 
operators of finite rank. With this possibility in mind 
Lovelace used a framework in which it is implicit that 
such an approximation exists. To be precise, he con­
siders 

where 

(p 1~llq) =::: 21T2 V IV>' Sl12 )sl12 15 (q - sIl2) 

and s does not lie on the positive real axis. '&I(S) is a 
rank 1 operator for any value of s. It is then true that 
the integral converges and can be uniformly approxi­
mated by a Riemann sum, which is a finite rank opera­
tor. Muskhelishvili's6 theorem shows that when the 
derivative with respect to s' of the integrand without 
the factor (s' - S)-I is uniformly bounded in the neigh­
borhood of any given point on the positive real axis, 
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then the limit in norm of K I(S) as s tends to the real 
axis from above can be taken. Then the integral becomes 
the kernel of the Lippmann-Schwinger T-matrix equa­
tion. 

Since we are using the uniform topology, the kernel of 
the Lippmann-Schwinger equation can also be approxi­
mated by a kernel of finite rank when the if. limit is 
taken. 

(ii) Hilbert space methods using the space of square 
integrable functions can be used to prove that the kernel 
of the scattering equations when suitably rewritten, is 
compact. Scadron, Weinberg, and Wright' consider local 
potentials, V(r) and take a (possibly complex) square 
root VI/2(r). They define ~(r) =::: Vl/2(r) 1\}I(r» where 
1\}I(r» is a scattering state for which 1\}I(r) 12 is the 
measurable and finite probability density, and so, for 
finite range potentials, jl\}l(r) 12dr < 00. Thus they need 
only consider operators defined on the Hilbert space of 
L2 functions. 

To calculate the T matrix, use 

Provided p/2GVl12 exists and is an L2 kernel, then the 
resolvent exists and is meromophic in A, and its momen­
tum space representation gives the full T matrix. The 
methods given by the authors are rigorous in the co­
ordinate space representation, for potentials of short 
range. The kernel is not self-adjoint unless V(r) is of 
one sign. The results carryover to the momentum 
space representation by using the unitary Fourier­
PlancherelB transformation, which leaves the spectrum 
unchanged. 

(iii) Symmetrization and subtraction methods can also be 
used to prove meromorphy of the solution by reducing 
the Lippmann-Schwinger equation and its variants to non­
singular equations to which Fredholm theory applies. 
Taylor's subtraction method9 has the advantage that 
it generalizes easily to the Bethe-Salpeter equation 
and all three methods9-l1 lead to integral equations with 
continuous kernels. These can be solved by matrix 
inversion methods, provided the p -space representation 
of the potentials have enough partial derivatives. The 
solutions of the nonsingular equations given by the sub­
traction methods9 • 11 are easily related to the solution of 
the Lippmann-Schwinger equation by quadrature formulas 
which manifestly preserve the meromorphic character 
of the solution as a function of g. 

There is a very general theorem due to Poincar~12 
which establishes the analyticity in g of the Jost func­
tions of the SchrOdinger equation, which leads directly 
to meromorphy of the S matrix; this method may also 
apply to other scattering equations like the Bethe-Salpeter 
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equation in the elastic region, but it does not generalize 
to the Blankenbecler-Sugar equation. 

There are two special cases which allow strong 
results to be deduced. When the potential is positive, 
Le., repulsive, Masson13 has used the Schrodinger equa­
tion to show that for positive energies the K matrix is 
an extended series of Stieltjes in the g plane. The 
analysis of Scadron,Weinberg and Wright7 also leads to 
real equations with real solutions whenever V(r) has one 
sign. If one works at negative energies, the Lippmann­
Schwinger equation can be symmetrized, and the 
Hilbert space theorems for L2 kernels apply. Thus T is 
meromorphic in g and the poles lie on the real g axis. 
An eigenfunction expansion shows that T can be related 
to an extended series of Stieltjes for any potential, by 
treating the first term of the series separately. A 
somewhat roundabout numerical method of solving the 
Lippmann-Schwinger equation is to solve it for negative 
energies and then extrapolate back to the physical 
region14; this is claimed to work accurately over moder­
ate energy ranges. 

(iv) There are two approaches to the method of establi­
shing convergence of the Pade approximants. If the 
series is a series of Stieltjes 15 or an extended series of 
Stieltjes,13 then there is no difficulty, because the poles 
of the [N, N - 1] approximants are restricted to a par­
ticular region of the g plane and all their residues are 
positive. If the kernel is a kernel of finite rank, 
Chisholm16 has proved convergence. It is likely that 
similar results apply to compact (completely continuous) 
kernels, but there are some difficulties about uniformity 
of convergence in the proof, and we are grateful to 
Professor Chisholm for a discussion of the point. The 
most powerful method in the general case appears to be 
that of using Pommerenke's or Beardon's theorem7 on 
the convergence of Pade approximants to meromorphic 
functions. Pommerenke's theorem grew from the 
theorem of Nuttall about convergence in measure. 1S 
Once it is established that the kernel of an integral equa­
tion is a compact operator, then the resolvent is mero­
morphic in the g plane.19 

Only when convergence of the [N, N - 1] approximants 
to the Neumann series is proved can one establish the 
convergence of Lanczos' minimal iteration method to 
the solution. 2o 

We present an analysis of the Lippmann-Schwinger 
equation which is similar to Lovelace's, but borrows 
a technique of the subtraction method. Our method is 
explicit, to the extent that we construct a finite rank 
approximant to the kernel of the Lippmann-Schwinger 
equation, and it shares with Lovelace's the advantage of 
being easily generalized to other scattering equations. 
Our method is conceptually simpler than Lovelace'S 
because we do not use operator valued integrals, and we 
prove explicitly that the Yukawa potential satisfies the 
conditions of our hypotheses. We apply our methods to 
the K-matrix equation, because it is easier to do numeri­
cal calculations with real numbers; the methods apply 
equally well to the (-matrix equation, and this is briefly 
discussed in Sec. 3. 

2. CONSTRAINTS ON THE POTENTIALS 

We consider first the Lippmann-Schwinger equation for 
the partial wave K matrix written in momentum space: 

K(p, k') = gV(p, k') 

- (2g/1T) j"°V(p, q)[q2 dq/{k2 - q2)]K(q, k'). 
o 

Suppose that k' is fixed at an arbitrary positive value. 
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Set V(p, k') = ¢(p) and seek a solution j(p) = K(p, k'). 
Then in this notation, we must solve 

j(p) =g¢(p) + (2g/1T) j""V(P,q)[q2dq/(q2 -k2)]f(q). 
o 

In Sec. 3, we shall prove the convergence of certain Pade 
approximants of the Neumann series of this equation to 
the solution of the space C1 in a region D of the coupling 
constant plane. 

Our method works for potentials satisfying 

(i) Iv(p,q)I~<l>(q) and laa;(p,q)I~<l>(q), 

for allp, q '" 0, where Joo<l>(q)dq < 00. 
o 

(ii) V has continuous second partial derivatives for 
p '" 0, q '" 0 and, for any A > 0, 

av(p, q) 
aq ~ 0, 

a2V(p, q) 
apiJq ~ 0 

as p ~ 00 uniformly for 0 ~ q ~ A. We now show that the 
Yukawa potential satisfies these conditions. For 
p, q '" 0 write s = 2pq/(P2 + q2 + Jl2) so that 0 ~ s < 1. 
The momentum space representation of the unit Yukawa 
potential in the lth partial wave is 

V(p, q) = (2pq)-1 Qz(l/s), 1 = 0, 1, 2, .... 

Since Qz (l/s) has a zero of order 1 + 1 at s = 0,21 we can 
write 

V(p, q) = (P2 + q2 + Jl2)-lF(s), 

where F(s) = s-lQz(l/s) is analytic for lsi < 1. 

Further22 , we can express F in the form 

F(s) = A(s) + B(s) log [(1 + s)/(l - s)], 

for ~ ~ s < 1, where A and B are bounded functions with 
bounded derivatives in this range. 

In showing that V satisfies conditions (i), we make 
separate estimates for the regions 0 ~ s ~ ~ and s > ~ . 
Note that for any number r for which 0 < r < 1, the 
contour s = r is a branch of a hyperbola with asymptotes 
rp2 - 2pq + r q2 = 0, as shown in Fig. 1. In particular, 

q 

p 

FIG.1. A branch of rp2 - 2pq + r q2 + r,..2 = 0 
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the region s > ~ lies between the lines q = (2 ± ~3)p so 
that ~p < q < 4p in this region. For all p, q ;:!: 0, 

av 1 aF ~ 
ap = p2 + q2 + j.Lz ap - (P2 + q2 + j.LZ)2 F, 

£E.= F' as 
ap ap' 

as 2q 4p2q 

ap = p2 + q2 + j.L2 (P2 + q2 + ,.,.2)2 

Note that la$/ap I"" 6j.jq2 + ,.,.2, for allp, q ;:!: O. 

The region 0 "" $ "" ~: In this region F and F' are 
bounded, therefore V(p, q) = 0«q2 + ,.,.2)-1) and a V(p, q) / 
ap = 0(q2 + j.L2)-ah) uniformly in p. 

The region i < $ < 1: In this region 

1 + $ (p + q)2 + ,.,.2 
1 - $ = (p _ q)2 + j.L2 

25q2 + ,.,.2 
""---,.,.2 

Hence F(s) = 0(1 + log ~q) and 

V(p, q) = 0«1 + 10g;-q)/(q2 + ,.,.2)) uniformly in p. 

Also, since 

I J.. log (1 + $) I _ 1 2(P + q) _ 2(P - q) I ~ ~ 
lap 1 - s I - (p + q)2 + ,.,.2 (p _ q)2 + ,.,.2 .. ~ j.L , 

aF = A'(s) as + B'(S) as log (1 + $) 
ap ap ap 1 - s 

+ B(s) a~ log (i ~ :) = 0(1), 

and av/ap = 0(1 + log+q)/(q2 + j.L2» uniformly inp. 

Hence V satisfies (0. To verify (ii), observe that the 
region ° "" q "" A, s remains bounded and so do F, F', and 
Fl!. Simple calculations show 

av = o(..!.) 
aq pa and 

uniformly in 0 "" q "" A. 

3, OPERATORS ION THE BANACH SPACE 
Let C 1 be the space of all complex valued bounded, diff­

erentiable functions / on [0, co) with bounded continuous 
derivative. Then C 1 is a Banach space under the norm 

II/II = sup If(P) I + sup 1f'(P)! . 

We shall show that the formula 

(Tf)(P) = ,('0 V(p, q)[q2/(q2 - k2)]/(q) dq 

defines a bounded linear operator T of C I into itself 
which can be apprOximated arbitrarily closely in norm 
by an operator of finite rank. 

For any A > 2k, decompose Tf as 

(Tj)(p) 

_ fA V(p,q) - V(P,k) ~ .r/)d 
- 0 q-k q+kj\q q 

I\. q2 .<0 q2 
+V(p,k)., if_k2f(q)dq + JA v(p,q)qZ_kZ/(q)dq 

= (TJ)(P) + (T .;f)(P) + (Taf)(P), 
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The existence for eachf in C
1 

of the prinCipal value 
integral defining T 2f follows from the fact that f is 
differentiable at k. Further, since 

I (A_q_2_f()d I "" I fA!(q) -!(k) q2dq I 
• 0 q2 _ k2 q q 0 q - k q +k 

+ V(k)llf A 
q2dq dq I 

o q2 _ k2 

"" IV I! (faA q
2
dq + Ill\. q

2
dq \), 

q + k 0 q2 - k2 

and V(q, k) is a C1 function of q, T2 is a bounded operator 
of rank 1 on C I • 

Next, given E > 0, choose A > 2k so that fOX- ifI(q)dq < E. 
Then I\. 

and 

so 

I (Taf)(P) I"" r: IV(P,q)121!(q)!dq "" 211!lk 

j(Taf)/(p)1 "" fA"" I aVa~,q) i21!(q)1 dq "" 211f1iE, 

II Ta!1I "" 4lifile, 
and T3 is a bounded linear operator on C1 with IITall "" 4E. 

To complete the proof of the assertion about T, it is 
thus sufficient to prove that T 1 is a bounded operator on 
C 1 and that it can be approximated in norm by operators 
of finite rank. 

Observe that the kernel 

(P) 
V(p, q) - V(p, k) q2 

U,q= q-k q+k (q .., k) 

av(p, k) k 
= oq .. 2 (q = k) 

which defines T 1 has continuous first partial derivatives 
in p ;:!: 0, 0"" q "" A. For each such p and q, we can find 
q' and ql! in [0, A] such that 

av(p, q/) q2 
U(p, q) = aq q + k ' 

au(p, q) a2v(p, q") q2 
aq = apaq q + k ' 

so, by condition (ii), U(p, q) -> 0 and au(p, q)/ap -> 0 as 
p -> co uniformly for 0 "" q "" A. In particular, U and 
au/ap are bounded in 0 "" q ~ A and it fOllows easily 
that T 1 is a bounded operator on C l' 

We next show that, given e > 0, one can choose functions 
r 1 ••• r N in C 1 and polynomials q 1 • •• q N such that if 

N 

A(p,q) = :0 rj(p)qj(q) 
/=1 

then 

I U(p, q) - A(p, q) I < El ' 
I aU(p,q) aA(p,q) I 

ap - ap < E 

for all p ;:!: 0 and 0 "" q "" A. 
(1) 

First choose X > 1 so that I U(p, q)! < e/9 
and 1 au(p, q)/ap I < E/9 for p ;:!: X and 0 "" q "" !l. 

By the Weierstrass theorem, we can find polynomials 
PI •.. P N; q 1 ••• q N such that if 

N 

B(p, q) = :0 PI(P) q j(q), 
i=l 
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then 

\ 
au(p,q) -B( ) I E 

ap p, q < 9X 

for 0 <:; p <:; X + 1 and 0 <:; q <:; A. Put P / p) == I: p i(t) dt 
and 

N 

C(p,q) == L Pi(p)qM) 
i=l 

so that ac/ap == B. Also, 

p (au(t,q) \ 
U(p,q) - C(p,q) == Ix ap -B(t,q») dt + U(X,q) 

so I u(p, q) - C(p, q) I < 2E/9 for 0 <:; p <:; X + 1 and 
o ~ q <:; A. 

Now choose any element s of C1 such that s(p) == 
1 for 0 <:; p <:; X, s(p) == 0 for p '" X + 1 and 0 <:; s(p) <:; 1 
and I s'(p)1 <:; 2 for all p '" O. Define r i == sP i so that 
A == sC. 

For 0 <:; p <:; X, A == C and aA/ap == B so that the 
inequalities (1) are satisfied for 0 <:; q <:; A. 

For X < p < X + 1 and 0 <:; q <:; A, we have both 
lui < E/9 and I U-C I < 2(E/9), so I C I < E/3. Similarly, 
IBI < 2(E/9). Hence IU-AI <:; lui + IAI <:; lui + Ici <:; 

4(E/9). Also, aA/ap == sB + s'c, so 

I aA I < IBI + 21cI < ~ 
ap 9 

and 

I au - 0A1 "'- I au 'I + I aA I < Eo 
ap ap ~ ap ap 

For p '" X + 1, A == aA/ap == 0 so again (1) holds for 
o <:; q <:; A by choice of X. 

Now consider the operator Q on C 1 defined by 

(Qf)(P) == (\ A(P,q)f(q)dq == it (JolI. qi(q}f(q)dq) ri(p) 

Clear ly, Q is a bounded operator of finite rank on C l' 
Also, II T1-QII <:; 2EA which completes the proof. 

We now turn to solving the equation 

f == gcp + (2/rr)gTf· 

Given any E > 0, we may express T == Q + N, where Q 
is an operator of finite rank and liN II < Eo 

The equation can be written 

[1 - (2/rr)gN]f == g¢ + (2/rr)gQf. 

Now for Igl < rr/2E, [1 - (2/rr)gN]-1 exists as a bounded 
operator on C l' so we solve 

f == [1 - (2/rr) gN]-l gcp + (2/rr) g[l - (2/rr) gN]-l Qf . 

This can be done by solving a finite system of linear 
equations and yields f as a meromorphic function of 
gin Igi < rr/(2E).Since E is arbitrary,! is meromorphic 
in the whole g plane. Also, since (1 - 2gT /rr)-l exists for 
Igi < rr/2I1TII,! is analytic at g == O. Thus Pommerenke's 
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theorem and an inspection of the proof of Beardon's 
theorem imply, respectively: 

(1) Let X '" 1. If [M,N]f is any sequence of Pade 
approximants to the Neumann series for f with X-1 <:; 

N/M <:; X and D is any compact set, then rM,N]f con­
verges to f in capacity on D as M --> 00. (By convention, 
M is the degree of the denominator and N is the degree 
of the numerator of the approximants.) More explicitly, 
for each E > 0, the capacity of the set {gED: I [M, N]f (g) -
f(g)1 '" E} tends to zero as M --> 00. The definition of 
capacity is given by Pommerenke and HilleY 

(2) If [M, N]f is any sequence of Pade approximants 
to the Neumann series for f with aN '" M for some 
a > 0 and D is any compact set which contains no poles 
of f or limit points of the poles of the approximants, 
then [M, N]f converges to f uniformly on D as M --> 00. 

We also observe that this method applies to the equa­
tion for the T matrix 

2 00 q 2dq 
t(p, k') == V(p, k') - - J V(p, q) t (q, 1<') 

rr 0 k2 - q2 + iE 

== V(p, k') + ikV(p, k') t (k, k') 

2P 00 q 2 dq -- r V(p,q) -- t(q,k'). 
rr '0 k2_q2 

We should redefine T so as to include the extra rank 1 
operator, and the proof is otherwise unchanged. 
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A new and conceptually simple derivation is presented of the multipole expansion of an 
electromagnetic field that is generated by a localized, monochromatic charge-current distribution. 
The derivation is obtained with the help of a generalized plane wave representation (known also as 
the angular spectrum representation) of the field. This representation contains both ordinary plane 
waves, and plane waves that decay exponentially in amplitude as the wave is propagated. The 
analysis reveals an intimate relationship between the generalized plane wave representation and the 
multipole expansion of the field and leads to a number of new results. In particular, new expressions 
are obtained for the electric and magnetic multipole moments in terms of certain components of the 
spatial Fourier transform of the transverse part of the current distribution. It is shown further that 
the electromagnetic field at all points outside a sphere that contains the charge-current distribution is 
completely specified by the radiation pattern (i.e., by the field in the far zone). Explicit formulas are 
obtained for all the multi pole moments in terms of the radiation pattern. 

1. INTRODUCTION 

Multipole expansions of the electromagnetic field are 
employed extenSively both in classical electrodynamics 
and in the quantum theory of radiation. Such expansions 
originated in a restrictive form in the classical theory 
of diffraction by a sphere, espeCially in the work of 
Clebsch,l Mie,2 Debye,3 and Bromwich,4 as a "partial 
wave" expansion. 5 The first fairly general formulation 
is implicit in the work of Hansen. 6 Important contribu­
tions were later made by Heitler, 7 Kramers,8 Franz,9 
Wallace,lO Blatt and Weisskopf,ll Bouwkamp and Casi­
mir,12 Nisbet,13 and Wilcox.14 The methods employed 
in some of the treatments include tensor analysis, 
operator calculus, and group theory, though more ele­
mentary derivations have been given.10 .12 

In a well-known paper dealing with the differential 
equations of mathematical physics, Whittaker15 intro­
duced a multipole expansion of a source free scalar 
wave field. He first expressed the solution of the homo­
geneous wave equation as a superposition of homo­
geneous plane waves. On expanding the amplitude func­
tion of the plane waves in a series of spherical harmo­
nics he was then lead to a multipole expansion of the 
free field. Whittaker's analysis is conceptually very 
simple, and gives a clear understanding of the relation­
ship between the representation of a free field as a 
superposition of plane waves and its representation in 
terms of multipole fields. 

In the present paper, we show that Whittaker's method 
may be extended to electromagnetic fields generated by 
localized Charge-current distributions. To illustrate 
the essential feature of the technique, we first show how 
a generalized plane wave expansion for a scalar field 
generated by a localized source distribution may be ob­
tained. The generalized plane wave expansion contains 
not only ordinary (homogeneous) waves, but also waves 
that decay in amplitude as the wave is propagated (the 
so-called evanescent waves, well known from the theory 
of total internal reflection). Such generalized plane 
wave expansions have been playing an increaSingly im­
portant role in recent years in optics and classical 
electrodynamics, and are generally known as angular 
spectrum representations.16 We show that the ampli­
tudes of all the plane waves in this representation are 
expressible in terms of the spatial Fourier transform, 
and its analytic continuation, of the source distribution. 
By expanding the amplitude function of the plane waves 
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in a series of spherical harmonics we are immediately 
lead to the required multipole expansion. In Sec. 4 we 
consider the electromagnetic field generated by a local­
ized charge-current distribution. The only essential 
difference arises from the fact that the amplitudes in 
the generalized plane wave expansion of the electromag­
netic field are now vectors, and the appropriate basic 
set of functions in terms of which they are expanded are 
the vector spherical harmonics instead of the ordinary 
spherical harmonics. In the concluding section (Sec. 5), 
we show that the angular spectrum representation pro­
vides also a new insight into the well-known relation­
ship between the multipole expansion and the so-called 
Debye potential representation of the electromagnetic 
field generated by a localized charge-current distribu­
tion. 

Our analysis not only provides a new derivation of 
the multipole expansion of the electromagnetic field, 
but it also reveals an intimate relationship between the 
multipole expansion and the generalized plane wave rep­
resentation of the field. From this fact some new results 
readily follow. In particular, we obtain new expressions 
for the electric and magnetic multipElle moments in 
terms of certain components of the spatial Fourier 
transform of the transverse part of the current distribu­
tion. We also show that the electromagnetic field at all 
points outside a sphere that encloses the source distri­
bution is completely specified by the radiation pattern 
(the far field), and we derive formulas for all the multi­
pole moments in terms of the radiation pattern. More­
over, as we show elsewhere, our results lead readily to 
some interesting new theorems on properties of fields 
generated by localized charge-current distributions and 
on localized charge-current distributions that do not 
give rise to any radiation.17 

2. WHITTAKER'S REPRESENTATION OF A SOURCE­
FREE MONOCHROMATIC SCALAR WAVE FIELD 

We begin with a brief review of Whittaker's derivation 
of the multipole expansion of a source-free, monochro­
matic scalar wave field. 

Whittaker15 showed that a wide class of solutions of 
the reduced wave equation (the Helmholtz equation), 

(V'2 + k 2 )l/I(r) = 0 (2.1) 

(k = real constant), may be expressed in the form 
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I/I(r) ==!!.- r d{3 1.0" da sina~(s)eiks.r, (2.2) 
41T -" 

where s is a real unit vector with Cartesian components 

s" == sina cos{3, S JI = sina sin{3, (2.3) 

The right-hand side of (2.2) expresses I/I(r) as a super­
position of homogeneous plane waves propagating in all 
possible directions and, hence, we will refer to it as the 
homogeneous plane wave expansion of I/I(r). 

Whittaker showed further, that the homogeneous plane 
wave expansion of the multipole field18 

(2.4) 

where j I (kr) is the spherical Bessel function of order l 
and Yzm (e, cp) is the spherical harmonic of degree l and 
order m, is19 

Ai" (r) = (- i) I 4~ L: d{3 fo" da sina yt(a, (3)e i ks.r. 

(2.5) 

Here r, e, cp are the spherical polar coordinates of the 
field point r, referred to the same system of axes as the 
unit vector s, so that 

x = r sine coscp, y == r sine sincp, Z = r cose. (2.6) 

Returning to the general cas~, Whittaker expanded the 
plane wave amplitude function I/I(s) in a series of spheri­
cal harmonics, 

00 I 

~(s) = r; r; (- i)laY'Yzm(a,{3), 
I~O m~-l 

(2.7) 

and on substituting from (2.7) into (2.2) and using (2.5) 
he obtained an alternative representation of I/I(r), namely 
the multipole expansion 

00 I 

I/I(r) = k r; r; aY'AY'(r). (2.8) 
1~0 m~-l . 

The multipole moments a Y' may, of course, be expressed 
from (2.7) in terms of the plane wave amplitudes iii(s) 
by using the fact that the spherical harmonics form a 
orthonormal set over the unit sphere. The result is 

(2.9) 

and shows that the multipole moments are, apart from 
the trivial factor ii, simply the projections of the plane 
wave amplitudes I/I(s) onto the set of the spherical har­
monics yt (a , (3). 

It should be noted that since each plane wave in (2.2), 
and each multipole field in (2.8), obey the Helmholtz 
equation (2.1) throughout the whole space, each of the 
two representations is a mode expansion of the general 
solution of that equation. The relations (2.7) and (2.9) 
establish an intimate connection between the two repre­
sentations. Unfortunately, Whittaker's elegant results 
are of limited applicability since they are essentially 
existence theorems. They leave unanswered the ques­
tion of how the amplitudes I/I(s), or the multipole mo­
ments ai", are to be determined in any particular case. 
Moreover, the representation (2.2) [and, consequently, 
(2.8)] is valid only for source-free fields. Consequently, 
Whittaker's derivation of the multipole expansion is of 
limited use in electromagnetic theory where one must 
frequently deal with fields generated by sources that are 
not situated at infinity. 

In this paper we will show that the insight gained from 
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Whittaker's analysis leads readily to a new, and basi­
cally simple, derivation of the multipole expansion of 
wavefields generated by a localized source distribution, 
and also to explicit expressions for the multipole mo­
ments. The derivation is based on a generalized plane 
wave expansion which includes not only homogeneous 
plane waves, but also evanescent plane waves (Le., plane 
waves that decay exponentially in amplitude in a particu­
lar direction). In Sec. 3 we consider the scalar field and 
in Sec.4 we will treat the electromagnetic field. 

3. MULTIPOLE EXPANSION OF A MONOCHROMATIC 
SCALAR WAVE FIELD GENERATED BY A 
LOCALIZED SOURCE DISTRIBUTION 

Let us consider a real, monochromatic scalar wave 
field 

I/I(r, t) == <R(I/I(r)e-iwt ), 

generated by a source distribution 

p(r,t) == <R(p(r)e- iwt ), 

in the infinite free space. Here, w is a real positive 
constant and <R denotes the real part. Then I/I(r) and 
per) are related by the differential equation 

(V'2 + k 2 )I/I(r) == - 41Tp(r), 

where 

k == wic, 

(3.1) 

(3.2) 

c being the velocity of propagation. We will assume that 
the source distribution p(r) is a continuous function of 
position and is confined to a finite region around the 
origin. Hence,p(r) == 0 when r == I r I> R, where R is 
some real constant. 

The field I/I(r) generated by the source distribution 
p(r) is identified with that particular solution of Eq. 
(3.1) which behaves at infinity as an outgoing spherical 
wave, and is well known to be given by 

r e ik I r-r' I 
I/I(r) == J, '< R p(r') d 3r'. (3.3) 

r - I r - r' I 

Now, the spherical wave which enters as the kernel of 
the integral transform (3.3) may be expressed in the 
following form due to Weyl:20 

e ik Ir-r' I ik J" J --- = - d{3 da sinO! eiks.(.r-r'l 
I r - r'l 21T -" c' , 

(3.4) 

where s == s (O! ,(3) is again a unit vector with Cartesian 
components given by (2.3). However, the polar angle O! 
is no longer necessarily real, but takes on all values on 
the contours C+ and C- in the complex O! plane shown in 
Fig.1. It is understood that in (3.4) the contour C 
applies when z - z' > 0, and the contour C- applies when 
z - z' < 0, z and z' , being, of course, the Cartesian z 
coordinates of the field point r and the integration point 
r', respectively. 

On substituting from (3.4) into (3.3), and on inter­
changing the order of integration, we obtain the follow­
ing representation of l/I(r):21 

ik J" 1 ~ I/I(r) == -2 d{3 dO! sinO! I/I(s)e iks .r , 
1T -" c± (3.5) 

where the spectral amplitudes liI(s) are given in terms 
of the source distribution by the formula 

(3.6) 
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In (3. 5), the contour C+ is used when z > R and C - when 
z < - R. It is not difficult to show that the interchange 
of the order of integration in deriving (3. 5) is justified 
provided I z I > R, i. e. ,provided the field pOint is outside 
a strip bounded by planes parallel to the z plane and con­
taining the source. However, since the orientation of our 
coordinate system is arbitrary, such a representation 
may be used to represent the field outside any strip 
bounded by two parallel planes tangential to the sphere 
of radius R, centered at the origin. 

The representation (3.5), just like Whittaker's repre­
sentation (2.2) of the source-free field, expresses I/I(r) 
as a superposition of plane waves. However, since in 
(3. 5) the unit vector s is real on a portion of the contour 
of integration and complex on the rest of the contour, 
(3.5) includes both homogeneous plane waves (corres­
ponding to real s) and inhomogeneous (called also evanes­
cent) plane waves (corresponding to complex22 s). In­
tegrals of this type are said to represent the wave field 
in the form of an angular spectrum of plane waves. 

The spectral amplitudes ~(s) as defined in (3.6) are 
intimately related to the threefold Fourier transform 
p(K) of the source distribution p(r): 

(3.7) 

On comparing (3.6) with (3.7), we conclude that ~(s) is 
simply p(K) with K = ks; Le., 

~(s) = p(ks). (3.8) 

In the definition of the Fourier transform p(K) , the 
variable K conjugate to r' is, of course, real. However, 
since the integral on the right-hand side of (3.7) extends 
over a finite domain (because, by hypothesis,p == 0 when 
Y' > R) and, moreover, since p was assumed to be con­
tinuous, it follows that p(K) is the boundary value, on the 
real K x ,K y ,K. axes, of an entire analytic function of 
three complex variables23 K x,K y ,K •. Consequently, 
the relation (3.8) is valid for all (real and complex) unit 
vectors s and, moreover, shows that It is the boundary 
value (on the contours C+ and C -) of an entire analytic 
function of three complex variables. 

Following Whittaker's treatment o( the free field, we 
next expand the spectral amplitudes I/I(s) into a series of 
spherical harmonics, viz., 

<YO I 

{i;(s) = 6 6 (-i)laI'Y[,,(a,{3), (3.9) 
1-0 m-'-I 

where the expansion coefficients (multipole moments)al" 
are simply the projections of lJ;(s) onto the spherical 
harmonics: 

(3.10) 

It is important to note that although the multipole mo­
ments, defined by (3. 10), depend explicitly only on those 
spectral amplitudes lJ;(s) which are associated with real 
s (I.e., those corresponding to homogeneous plane waves 
in the angular spectrum representation), the expansion 
(3.9) is valid for all unit vectors associated with the 
complex contours C±; this result is a consequence of the 
fact that ~(s) is the boundary value of an entire analytic 
function. 

We can also readily express the multipole moments 
a;" in terms of the source distribution p(r). To do this, 
we simply substitute (3.6) into (3.10) and interchange 
the order of integration. We then obtain the following 
expressions for the multipole moments: 
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ami = J d 3r'p(r')i l J" d(3 1." da sina ym*(a (3)e- iks •r' 
r'SR -7r 0 l' , 

= 41T .{'SR p(r') A7i*(r')d 3r'. (3.11) 

In deriving (3.11) we have made use of (2.5). 

Next, we substitute the expansion (3.9) into the repre­
sentation (3.5) of I/I(r) and interchange the order of inte­
gration and summation. We than obtain, in analogy with 
(2.8), the following series expansion for I/I(r): 

"" m 

l/I(r)=kL) L) al"fIT(r), (3.12) 
1=0 1=- m 

where 

fII"(r):= (- ill i:.- J" d(31 da sina Yr'(a,(3)e ikS .r • 
21T -" c± 

(3.13) 

Now, it is not difficult to show that the expression on the 
right-hand side of (3.13) is precisely the angular spec­
trum representation of the scalar multipole field of 
degree l and order m, Le., 

(3.14) 

where (r, e, ¢) are the spherical polar coordinates of the 
field point rand ht) is the spherical Hankel function19 of 
the first kind of order l. This result, which is the counter­
part of Whittaker's result expressed by (2.4), appears to 
have been first stated by Erdelyi,24 and is proved in 
Appendix A of the present paper. Thus, we see that 
(3.12) is the multipole expansion of I/I(r) and aI" are the 
corresponding multipole moments. 

Since the angular spectrum representation (3.5), from 
which the multipole expansion (3.12) was derived, con­
verges only throughout ihe two half- spaces z > Rand 
z < - R, it would appear that this expansion is valid only 
at field points r situated in these two regions. However, 
as is well known, the multipole expanSion (3.12) repre­
sents the field correctly at every point outside the source 
region, i.e., for all values of r > R. For the sake of com­
pleteness, this result is verified in Appendix C. 

The angular spectrum representation also yields 
readily the far zone apprOximation for I/I(r). If we let 
kr ~ CXl in a fixed direction specified by a unit vector 

u y := r/r, 
we have 

I r - r'l '" r - r'· ur , 

and Eq. (3.3) then gives 

I/I(ru y ) '" p(kuy)eiky/r (kr ~ CXl), 

(3.15) 

(3.16) 

(3.17) 
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where, as before, p(K) is the Fourier transform of p(r) 
[Eq. (3.7)]. Now according to (3. 8),p(ku y ) is precisely 
the spectral amplitude .q;.(uy ) of 1/1, so that (3.17) may be 
expressed in the form 

(3. 18) 

This formula shows that the radiation pattern of the field 
is precisely given by the spectral amplitude function 
.q;.(u y ) for real unit vectors u y (corresponding to points on 
the contours c+ and C- that coincide with portions of the 
real a axis). In other words, the radiation pattern of the 
field in any particular direction u y is equal to the com­
plex amplitude of a certain plane wave in the angular 
spectrum representation of the field, namely the plane 
wave propagated in the direction u y • This result may be 
understood in physical terms as follows: The angular 
spectrum representation (3. 5) expresses I/I(r) at every 
point r outside the source region r "" R as a superposi­
tion of plane waves, both homogeneous and evanescent 
ones. As the field point r = rUT gradually moves further 
away from the source region in any fixed direction un 
the evanescent waves gradually die out because of their 
exponential amplitude decay. The contribution of the 
homogeneous waves gradually decreases also, but for a 
different reason, namely because they progressively can­
cel each other out by destructive phase interference. In 
the asymptotic limit as kr --'> rfJ, only the single homo­
geneous plane wave in the angular spectrum that is 
propagated in the direction u y survives, and it is this 
wave that determines the behavior of I/I(r) in the far zone, 
as Eq. (3.18) shows. This argument may be made more 
rigorous with the help of the principle of stationary 
phase.25 

If in Eq. (3.18) we express .q;.(u y ) in terms of the multi­
pole moments [Eq. (3. 9)] we obtain, at once, the asympto­
tic approximation for 1/1, valid in the far zone, (Le., as 
kr --'> rfJ): 

e ikY 

r 

00 

.6 .6 (-i)la;"Yr'(e,cp) 
leO m =-1 

(kr --'> rfJ), 

(3.19) 

where (e, cp) are the spherical polar coordinates of the 
unit direction vector u y • 

Before concluding this section it is worthwhile to 
stress the following points: The angular spectrum rep­
resentation (3.5), and the multipole expansion (3.12), 
are mode expansions in the sense that they express the 
field I/I(r) in terms of certain elementary fields (plane 
wave fields and multipole fields, respectively), each of 
which satisfies the same equation as does I/I(r) outside 
the source region, namely the Helmholtz equation 
(\7 2 + k 2 ) 1/1 = O. The range of validity of each of the 
two expansions is different. The angular spectrum ex­
pansion represents I/I(r) outside the strip I z I "" R, the 
multipole expansion represents it outside the sphere 
r "" R. The expansion coefficients in the two represen­
tations are related by Eqs. (3.9) and (3.10). 

4. MULTIPOLE EXPANSION OF A MONOCHROMATIC 
ELECTROMAGNETIC FIELD GENERATED BY A 
LOCALIZED CHARGE-CURRENT DISTRIBUTION 

Let us now turn our attention to the electromagnetic 
field. Just as in the scalar case, two situations are to be 
distinguished, namely when the field is source free and 
when it is generated by a localized source distribution. 
We will discuss here only the second case. 26 

We consider then a real, monochromatic, electromag­
netic field 
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E(r, t) = CR(E(r)e- iwt ), H(r, t) = CR(H(r)e-iwt ), 

generated by a charge-current distribution27 

p(r, t) = CR(p(r)e- iwt ), j(r, t) = CR(j(r)e- iwt ), 

in the infinite free space. As before, W is a real posi­
tive constant and CR denotes the real part. We assume 
that p(r) and j(r) are continuous and continuously differ­
entiable functions of position and vanish identically when 
r :> R, where R is some real constant. From the Max­
well equations it readily follows that E(r) and H(r) 
satisfy (in Gaussian system of units) the equations28 

(\7 2 + k2) E(r) = - 41T [i(k/ c) j(r) - \7 p(r)], 

(\7 2 + k2 )H(r) = - 411 [(I/c)\7 X j(r)]. 

(4.1a) 

(4.1b) 

The fields E, H generated by the charge-current distri­
bution p, j are identified with those particular solutions 
of Eqs. (4.1a) and (4. Ib) that behave at infinity as out­
going spherical waves. 

It is clear from Eqs. (4. 1) that each Cartesian compo­
nent of the electromagnetic field vectors E, H satisfy 
inhomogeneous Helmholtz equations of the form (3.1). 
Consequently, we may apply the results established in 
the preceding section to each of the Cartesian compo­
nents. In particular, it follows by making use of (3.5) 
and (3. 6) that the field vectors have the following angu­
lar spectrum representations, 29 valid throughout the 
two half-spaces z < - Rand z :> R: 

E(r) = ik J" df3 J da sina E(s)e iks •r (4.2a) 
211 -,,- c' ' 

H(r) = ~~ J:' df3 fc 1 da sina H(s) e iks •r , (4.2b) 

where the spectral amplitude vectors E(s) and H(s) are 
given by 

E(S) = JY'==R[(ik/c) j(r') - \7p(r')]e- iks . r ' d3r', 

H(S) = JY'==R [(I/c)\7 x j{r')]e-iks •r ' d3r'. 

(4.3a) 

(4.3b) 

We may express E(s)and H(s) in Simpler forms by intro­
dUCing the three-dimensional Fourier transforms of j 
and p: 

j(K) = Jr'==R j(r') e- iK ' r ' d 3r' , 

p(K) = Jr'==R p(r')e-iK·r'd3r'. 

(4.4a) 

(4.4b) 

Then (4. 3a) and (4. 3b) readily give the following expres­
sions for the spectral amplitudes: 

E(s) = - (i/c) ks x [s x j (ks)], 

H(s) = (i/c) ks x j (ks). 

(4.5a) 

(4.5b) 

In deriving Eq. (4. 5a) from Eq. (4. 3a) we made use of 
the equation V· j(r) - ick p(r) = 0 which expresses the 
conservation of the charge. From Eqs. (4. 5) it follows 
that 

E(S) = - s x H(s), 

s· E(s) = s • H(s) = o. 

(4.6a) 

(4.6b) 

Consequently, for each s, the terms in the integrands of 
(4.2a) and (4. 2b) are plane waves that satisfy the homo­
geneous Maxwell equations for a monochromatic field 
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with the frequency w :::: kc throughout the whole space. 
Thus, the angular spectrum representation (4.2) is, 
throughout its domain of validity (I z I > R), a mode ex­
pansion of the electromagnetic field. We note in passing 
that, in analogy with the scalar case, the spectral ampli­
tudes E(s) and H(s) are, according to Eqs. (4. 5), simply 
related to the spatial Fourier transform, and its analytic 
continuation, of the current distribution j(r). 

We coul<1 now fol)..ow the procedure employed in Sec. 3 
to expand E(s) and H(s) into a series of spherical har­
monics with constant (vector) coefficients. If these ex­
pansions were then substituted into Eqs. (4. 2), and use 
was made of Eq. (3.13), we would obtain expansions of 
the two field vectors as series of the scalar multipole 
fields IIr(r). Unfortunately, although such expansions 
have been discussed in the literature30 they are not very 
useful. One reason for this is that the individual terms 
in the expansion need not have a vanishing divergence 
and, consequently, such a representation will not provide 
a mode expansion of the electromagnetic field outside 
the source region. It is well known that the proper 
generalization, which is a mode expansion, is an expan­
sion in terms of so-called electromagnetic multipole 
fields [defined by Eqs. (4. 15) below], these being the 
appropriate electromagnetic vector analogs of the scalar 
multipole fields. 

To obtain the expanSions for E(r) and H(r) in terms of 
the electromagnetic ~ultipole)ields, we first expand the 
spectral amplitudes E(s) and H(s) in terms of the vector 
spherical harmonics. A vector spherical harmonic 
Yr (a, (3) of degree I and order m may be defined in 
terms of the ordinary spherical harmonics l't(a, (3) by 
means of the formula 

YI"(a, (3) = £, s YI" (a, (3), (4.7) 

where £, s is the "orbital angular momentum operator: 

£, =-iksXV =-i~e ~ __ l_u ~). (4.8) 
s ks \ aa sina C< a(3 

Here V ks denotes the gradient operator in ks space, uc<' 
ue being unit vectors in the positive a and (3 directions, 
respectively. A discussion of the main properties of 
these functions can be found, in Refs. 11 and 31. Here, 
we only remark that the vector spherical harmonics 
yr are everywhere tangent to the unit sphere [i.e., 
s • Yi (a, (3) = 0], that they form an orthogonal set in 
the sense that 

f " 111" * m ' 
_"d(3 odasina Y'{' (a,f3}'Y l ' (a,(3) = 1(1 + l)ol,l °m,m" 

(4.9) 

and that they, together with the associated functions 
s x Yt (a, (3), form a complete orthogonal basis32 for all 
well-behaved vector functions F(s) defined on the unit 
sphere s2 = 1 and tange~tial to it(Le., such that s • F(s) = 
0). Thus, in particular, E(s) and H(s) defined by Eqs. 
(4.5) may each be expanded in terms of these two sets 
of vector functions and we have, in analogy with (3.9): 

00 1 

E(s) = :0 :0 (-i)l[a;"sx Y'{'(a, (3) + brY;"(a, (3)], 
lol m-'-l 

(4. lOa) 
00 1 

H(s) = :0 :0 (- i)l[- aI"Yi (a, (3) + bI"s x Yr(a,f3)], 
l~:l rn....:-l 

(4. lOb) 

where we have made use of the relation (4. 6a). The fac­
tor (- i) I is included in these expansions to lead. to the 
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conventional definition of the expansion coefficients (the 
multipole moments). The I summations begin now with 
I = 1 rather than with I = 0, since there are no vector 
spherical harmonics of zero degree. 

By making use of the orthogonality relation (4.9) we 
may express the expansion coefficjents a i_and b i in 
terms of the spectral amplitudes E(s) and H(s) of the 
angular spectrum representation (4.2). The result is 

i
l 1" 1." ~ * ai =- 1(1 + 1) -" d(3 0 da sinaH(S)'Yi (a,f3), 

(4. 11 a) 
'l 

bi = 1(/+ 1) i: d(3 fo" da sina E(s) 'Y;"*(a, (3). (4.11b) 

We may also express a i and b i in terms of the Fourier 
transform of the current density itself by substituting 
into (4.11) from (4.5). We then obtain the following ex­
pressions33 for ai and bi: 

ai = - il+11)('!-.) f" d(31" da sina[s x J(ks)] '~l *-(a,m, 
1(1 + c -1f 0 

(4. 12a) 

i
l
'

l (k)J 1f 1. 1f { -bI"=----) - d(3 dasina sx[sXj(ks)]}·Y;"*(a,(3). 
1(1 + 1 c -1f 0 

(4. 12b) 

Again, by analogy with the procedure that we employed 
in our treatment of the scalar case in Sec. 3, we substi­
tute the expansions (4.10) of the spectral amplitude vec­
tors E(s) and H(s) into the angular spectrum representa­
tions (4.2) of the fields, interchange the order of inte­
gration and summation and we then obtain the following 
series expansions for E(r) and H(r): 

ao 1 

E(r)= :0 :0 [aiEim(r) + biEtm(r)], (4. 13a) 
lol m o-1 

00 I 

H(r) =:0 :0 [a;"Hfm(r) + bI"HFm(r)], (4. 13b) 
I 01 m~-l 

where 

Etm(r) = H?m(r) 

= (_ i)l ik 
-21T 

j 1f d(3 1 da sina[s x ym(a (3)]e iks•r 
-1(' c..t I" 

(4. 14a) 

r" d(3 fc± da sinaYi(a,(3)]eiks.r 
-1f 

(4. 14b) 

We show in Appendix B that the integrals on the right­
hand side of Eqs. (4. 14) are the usual electromagnetic 
multipole fields, i.e., 

E~m(r) = H7m(r) ="1 x {V x [rII';'(r)]}, 

E:m (r) = - Him (r) = ik'IJ x [r III" (r)], 

(4. 15a) 

(4. 15b) 

where II r (r) is, as before, the scalar multipole field de­
fined by Eq.(3.14). Etm(r),Hfm(r) are the fields gene­
rated by an electric multipole and the fields Elm (r), 
H? m (r) are those generated by a magnetic multipole, 
each of degree I and order m. Thus, we see that Eqs. 
(4.13) are the usual multipole expansions of the electric 
and magnetic fields generated by a localized charge­
current distribution, the coefficients a I" and b i being 
the electric and magnetic multipole moments, respec­
tively. As is well known, each electromagnetic multipole 
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field satisfies the homogeneous Maxwell equations (for a 
monochromatic field of frequency w = kc) throughout the 
whole space, with the exception of the origin. Thus, Eqs. 
(4.13) are true mode expansions of the field E, H outside 
the source region. Although we have derived the multi­
pole expansion (4.13) from the angular spectrum repre­
sentation, which is valid only when I z I > R, it is, in fact, 
valid everywhere outside the source region, Le., for all 
r> R. The reason for this is essentially the same as in 
the scalar case. (See Appendix C.) 

We see now that the multipole expansion of the electro­
magnetic field generated by a localized charge-current 
distribution arises naturally when the spectral ampli­
tudes of the angular spectrum representation of the field 
are expressed as a series of vector spherical harmonics 
[Eqs. (4.10)]. The multipole moments are simply the 
projections of these spectral amplitudes onto the set of 
vector spherical harmonics [Eqs. (4.11)]. The multipole 
moments are also seen to be projections of certain com­
ponents, (namely, those for which IK 1= k = w/c), of the 
Fourier transform of the transverse part of the current 
distribution onto the vector spherical harmonics Yy'(O', (3) 
and s x Y?, (0', (3) [Eqs. (4. 12a) and (4. 12b)]. 

The formulas (4.12), w~lich express the multipole 
moments in terms of the transverse components of the 
Fourier transform J of the current density appear to be 
new. It is not difficult to express the multipole moments 
in a more conventional form involving the current den­
sity j directly. For this purpose, we first substitute into 
Eqs. (4.12) from (4.4) and obtain the formulas 

m _ il+1 (kl f 3 f' , 

a z - l(l+ 1) c) r'cSR d r l(r) 

. JW d{3 j,n dO' sinO's x ym*(O' (3)e-iks.r' 
~n 0 Z" 

(4. 16a) 

Z J d 3r' .( ') 'Z+l (k) 
= l(l + 1) C r'cSR l r 

. In d{3 j,n dO' sinO' ym*(O' (3)e- iks .r '. (4. 16b) 
~"o z' 

In writing down the expression (4. 16b) we made use of 
the relation s X (s x y Y') = - y r , which follows from 
the fact that the vector spherical harmonics are every­
where tangential to the unit sphere s2 = 1. Except for 
the nature of the 0'- contour of integration, the (0', (3) in­
tegrals in Eqs. (4.16) are very similar to those appear­
ing in the angular spectrum representation of the elec­
tromagnetic multipole fields [See Appendix B, Eqs. (BI2) 
and (BI3)]. In fact, if one carries out a strictly similar 
calculation as given in Appendix B, except that instead 
of the multipole field nr(r) = h)+) (kr) yr (e, cf» with 
source at the origin r = 0 one considers the source free 
multipole field Ai (r) = j l (kr) yr (e, cf», then comparison 
of Eqs. (3.13) with (2.5) shows that, except for a trivial 
proportionality factor - i/2 (which arises from the 
difference between coefficients on the right-hand sides 
of the two equations), the only change in the calculation 
will be the replacement of the a -contours C± by the real 
contour 0 ~ a ~ 11. One then obtains, in pi::tce of Eqs. 
(B12) and (B13), the identities 

ik'V x [rA';'(r)] 

-_ (_ z·) I !!-.- f" d{3 r n d~ () , k J, ~ sinO'YY' 0',{3 e' s.r, 
411~" 0 

(4. 17a) 

'V x {'V x [rAT (r)]} 

:::: (- ill ~ J" d{3 j,n dO' sinO's x Yi(O',{3)e iks .r • 
411 ~1f 0 (4. 17b) 

With the help of these two identities, one readily obtains 
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from Eqs. (4. 16) the following, well-known expressions 
for the multipole moments: 

ami = 41Ti (!)i j(r') 0 {V x[Vx (r'Ai*(r'))]}d3r', 
l(l + 1) c y'cSR 

(4. 18a) 

b r' = lei: 1) (~) fY'cSR j (r') 0 {V x [r' Ar* (r')]} d3r' • 

(4. 18b) 

Just as in the scalar case, we may readily obtain from 
the angular spectrum representation the far zone ap­
proximation for the electromagnetic fieldsE(r) andH(r). 
In fact, if we apply the result expressed by Eq. (3. 18) to 
each of the Cartesian components of E(r) and H(r) sepa­
rately, we see at once that 

E(ruy) ~ E(uy)(eiky/r) (kr---> <Xl), 

H(ruy) ~ H(uy)(e i ky /r) (kr ---> <Xl), 

(4. 19a) 

(4. 19b) 

for any real direction specified by the unit vector u y • 

The physical significance of these two relations may be 
readily understood from similar considerations as given 
in connection with the corresponding scalar equation 
(3.18). 

If in Eqs. (4.19) we express the spectral amplitudes E 
and tl in terms of the multipole moments by means of 
Eq. (4.10), we obtain at once the usual asymptotic 
apprOximations for the electromagnetic field, valid in the 
far zone (Le., as kr ~ <Xl): 

e iky ~ ~ E(ru y ) ~ L.J L.J 
r I 01 mo~1 

(- i)1 [aruyx Yr'(e, cf» + br'Yr(e, cf»], (4.20a) 

e iky ~ ~ H(ru r ) ~ L.J L.J 
r 10 1 m~-I 

(- i) I [- a r'yr (e, cf» + b r'Ur x Y';' (e, cf»]. (4.20b) 

Here, (e, cf» are again the spherical polar coordinates of 
the unit direction vector u r • 

We note, in passing, that since, according to Eq. (4. 19a), 
the radiation pattern of the field [Le., the vector function 
of u y that multiplies the scalar field exp(ikr)/r in the 
asymptotic expansion of E(ru r ) as kr -7 ~], is given pre­
cisely by the spectral amplitude vector E(u y ) for all real 
unit direction vectors u y , Eqs. (4. 11), together with Eqs. 
(4.6), may also be interpreted as giving all the multipole 
moments in terms of the radiation pattern. Thus, we see, 
incidentally, that all the multipole moments, and hence by 
Eqs. (4.13) the electromagnetic field at all points outside 
the sphere r > R, are completely specified by the radia­
tion pattern. 

Finally, we may readily deduce from our results ex­
pressions for the time averaged power radiated by the 
source. It is given by the integral of the radial compo­
nent of the time averaged Poynting vector across a 
limitingly large sphere ~ of radius r (with kr -7 <Xl): 

(4.21) 

On substituting from Eqs. (4. 19) into (4.21) we obtain 
the following expression for (p): 

(p) = ~11 CR i: dcf> fo" de sine [E(u r ) x H*(u r )] oUr' 

(4.22) 

But from the orthogonality relations betwflen the three 
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vectors E(ur ), H(ur ), and Ur , indicated by Eqs. (4. 6), we 
see that 

[E(u r ) x R*(ur )] oUr = E*(ur)oE(ur ), 

= iI*(ur)oiI(u r )· 

(4. 23a) 

(4. 23b) 

If we now sublltitute fr2m (4. 23a) [or (4. 23b)] into (4.22), 
and express E(u r ) [or H(u r )] in the series form (4. lOa) 
[or (4. lOb)], and if we also make use of the orthogonality 
relations (4.9) between the vector spherical harmonics 
we find that 

00 1 

(P)=~1T l~m'fl l(l+1)[l aiI 2 + Ibil 2
]. (4.24) 

Equation (4.24) is the well-known expression for the 
radiated power in terms of the multipole moments. 

5. THE MUL TIPOLE EXPANSION AND THE DEBYE 
POTENTIALS 

Many of the existing treatments of multipole expansions 
and of other problems arising in electromagnetic theory 
employ a representation of the electromagnetic field in 
terms of two scalar potentials that was introduced by 
Debye3 in a well-known investigation relating to the 
pressure exerted by light on a homogeneous sphere 
composed of arbitrary material. In this concluding sec­
tion we briefly show that the angular spectrum represen­
tation gives a new insight into the relation between the 
multipole expansion, and the Debye representation.34 

The Debye potentials II e (r) and II her) are solutions of 
the scalar Helmholtz equation which yield an electromag­
netic field in free space by means of the formulae (the 
Debye representation): 

E(r) ='V x ['V x (rIIe(r»] + ik'V x [rIIh(r)], 

H(r) = - ik'V x [rIIe(r)] +'V x ['V X(rIIh(r»]. 

(5.1a) 

(5.1b) 

It is clear that the multipole expansion (4.13) may be 
expressed in the form (5.1) if we substitute into (4.13) 
the definitions (4.15) of the electromagnetic multipole 
fields and interchange the order of differentiation and 
summations. We then obtain the following expressions 
for the electric and magnetic Debye potentials: 

00 1 

IIe(r) = L; L; aiIIi(r), 
1~1 mo-I 

00 1 

IIm (r) = L; L; bi' IIi (r). 
10 1 mo-I 

(5.2a) 

(5.2b) 

The Debye representation is intimately connected with 
our decomposition (4.10) of the spectral amplitudes 
E(s) and R(s) into series of the vector spherical harmo­
nics yr and s x Yi. To see this, let us introduce in 
(4.10) the definition (4.7) of the vector spherical harmo­
nic Yi in terms of the ordinary spherical harmonic Yi. 
If then we interchange the orders of differentiation and 
summation we obtain the formulas 

E(s) = s x £sA(s) + £sB(s), 

B(s) = - £ s B(s) + S x £ sACs), 

where 
00 

A(s) = L; L; (- i)l ai yt(a,{3), 
1 c 1 mc-I 

00 1 

B(s) = L; L; (- i)lbi Yi (a,{3). 
l·cl mo-l 

(5.3a) 

(5.3b) 

(5.4a) 

(5.4b) 

Consider now the §.calar fields A(r),B(r), whose spec­
tral amplitudes are A(s) and B(s), respectively: 
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A(r) = ik l1T df3 J da sina A(s)e iks •r , 
21T -1T C± 

(5. 5a) 

ik j1T i -B(r) = - d(3 da sina B(s)e ikS •r • 21T -1T c± (5.5b) 

If we substitute from (5.4a) into (5. 5a), interchange the 
order of integration and summation, and recall, also, the 
angular spectrum representation (3.13) of the multipole 
field II i(r) , we obtain the following expression for A(r): 

00 I 

A(r) = k L; L; (- i)laiIIi(r). 
1 =1 m=-l 

(5.6a) 

In a strictly similar way, we obtain from (5.4b) and 
(5. 5b), if again we use (3.13), the following expression 
for B(r): 

00. 

B(r) = k L; L; (- i)lbi IIi (r). 
1=1 m=-l 

(5.6b) 

Comparison of Eqs. (5.2) and (5.6) shows that 

A(r) = kIIe(r), B(r) = kII.(r), (5.7) 

i.e., apart from the proportionality factor k,A(r) and 
B(r) are precisely the Debye potentials and, hence, the 
amplitude junctions ..4(s) and B(s) introduced in (5.3) are, 
apart from the proportionality factor k, the spectral am­
plitudes in the angular spectrum representation of the 
Debye potentials.35 
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APPENDIX A: ANGULAR SPECTRUM 
REPRESENTATION OF A SCALAR MULTIPOLE FIELD 

In this Appendix, we show that the angular spectrum 
representation of the scalar multipole field TIi(r), de­
fined by Eq. (3.14), is given by Eq. (3. 13). For this pur­
pose we will use the well known result that a multipole 
field II i(r) of any order m ~ 0 may be generated from 
the spherical wave exp(ikr)/kr, [which apart from a 
normalization constant is the lowest order scalar multi­
pole field IIoO(r)], by means of the following relation 24 : 

IIi(r) = cil[:k ~:x + i o~)Jm Pfm)(i~ :z)f ~~T. 
(Al) 

Here, the operator 

p(m)(~ ..i) 
I ik oZ 

is defined by the formula 

p}m)(~~) = d
m p (u) I 

iT? OZ dum 2 u o (l/ili)iJ/iJ/' 
(A2) 

where Pl(u) is the Legendre polynomial of degree of 1 
and C i are normalization constants, defined as 

Cm = (_ l)m(_ i)I(2l + 1)(/- m)!)1/2. (A3) 
I 41T(I+m)! 

When m < 0 we use the identity 

IIzlml(r,e, cp) == (- 1) Iml II~ml(r,e,- CP), (M) 

where, of course, (r, e, CP) are the spherical polar coordi­
nates of r. 

We now express the spherical wave exp(ikr)/kr in (Al) 
in the form of an angular spectrum representation, given 
by Weyl's formula (3.4): 
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e
ikr i j" 1 . -- = - d{3 da sina e,ks.r 

kr 21T -" e± , 
(A5) 

and interchange the order of integration and differentia­
tion [which may be shown to be justified when Iz I > 0 be­
cause the double integral in (A5) is then uniformly con­
vergent]. We then obtain the following expression for 
Ill" (r), valid when Izl>o andm;" 0: 

IIlm(r) = J" d{3 J da sina F(a,{3)e iks .r , 
-71' c± (A6) 

where 

F(a, {3) e iks·r 

= ;1T c;n~~k(:X + i a~)r Plm)(ik ;z)fe
iks

.
r

• (A7) 

Now, with the Cartesian coordinates of s given by (2.3), 
we have 

s 0 r = x sina cos{3 + y sina sin{3 + z cosa, (A8) 

and we then readily obtain from (A 7) the following ex­
pression for F(a, {3): 

F(a,{3) = J:.- Ci sinma e imB pz'm) (cosa). (A9) 
21T 

But 

sinma p}m) (cosa) = Pi' (cosa), (A10) 

where Pi' is the associated Legendre polynomial of 
degree l and order m. Hence, 

F(a,{3) = (i/21T) Cl"p!" (cosa)e imB 

= (i/21T) (- i)IYi'(a,{3), 

where 

is the spherical harmonic of degree l and order m. 
Finally, on substituting from (All) into (A6) we find 
that 

(All) 

(A12) 

IIm(r) = ~ (- ill j" d{31 dOl sina ym(a {3)e iks •r 
I 21T -" e± I' , 

(A13) 

which is the desired result valid when I z I > 0 and 
m ;" O. Although, as previously mentioned, the inter­
change the order of integration and differentiation 
which lead to (A13) is justified only when I z I > 0, (A13) 
can be shown to be valid also when z = 0, except at the 
origin, in the sense of the following limit: 

IIi (r) I .~O 

= lim ~(- ill J" d{3j± dOl sinOi Yi(OI,{3)e iks .r . 
I zl .... O 21T "e (A13a) 

To determine the angular spectrum representation for 
II l" (r) when m < 0, we first express the scalar product 
s or in (A13) in a more explicit form, using Eqs. (A8) and 
(2.6): 

So r = r(sine sina cos({3 + ¢) + cose cosa). (AI4) 

Equation (A13) then becomes, on substitution from (A14): 

II ~ m I (r) = 2i1T (- i) I i: d{3 Ie. da sinOi yllml (a, {3) 

x eikr[sinS sina cos(B+<t»+cos9 Cosa 1 (A15) 
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From (A14) and (A4) it follows that 

II/1m I (r) = (- 1) Iml .£. (- ill j" d{3 J ± da sina yr l (a, {3) 
21T -" e 

x eikr[sinS sina cos(B-<p)+cosS cosal. (A16) 

If in (A16) we change the variable of integration from {3 
to - {3 and use the relation 

Yi.'m' (a,{3) = (_l)lmlyl lml(a,- {3), 

and also the formula (A14), we find that 

II-Iml(r)='£'(- ill J" d{31 dOl sinOi y-Iml (a {3)e iks .r • 
I 211 -rr e± I' 

(A17) 

If now we set - I m I = m where m < 0, Eq. (A17) becomes 
formally identical with (A13). Thus, (A13) is valid for 
both positive and negative integers m, (- l <s m <s l), as 
we wished to show. 

APPENDIX B: ANGULAR SPECTRUM 
REPRESENTATION OF AN ELECTROMAGNETIC 
MULTIPOLE FIELD 

We will show in this Appendix that the angular spec­
trum representation of an electromagnetic multipole 
field, defined by Eqs. (4.15), is given by Eqs. (4.14), Le., 
that 

V x {V x [rIIi (r)]} = (- ill ik r d{3 J da sina 
21T -rr e' 

x [s X Y["(a,{3)]e iks . r , (B1a) 

ikV X [rIIi(r)] = (- ill ik r d{3 I da sina 
21T -IT e± 

x Y["(a,{3)e ikS . (B1b) 

We derive first the formula (BIb). We have, by using 
a standard vector identity, 

ik{V X [rII/(r)]} = ik{IIl" (r)V X r- r XVII[" (r)} 

=k£rIIi'(r), (B2) 

where we have used the fact that V X r = O. In (B2),£y 
is the "orbital angular momentum operator" in r space, 
viz. 

n . n .~ a 1 a) 
d.J = - lr X v = - 1 u<t> - - -- Us - , 

y ae sine o¢ 
(B3) 

where u<t> ,us are unit vectors in the positive ¢ and e 
directions, respectively. Now the operator £ r does not 
act on the radial coordinate r and, consequently, if we 
recall the definition (3.14) of the scalar multipole field 
Ill" (r), we may express (B2) in the form 

ikV X [rIIi(r)] = kh~ (kr)Yi'(lJ, ¢), 

where 

y;n(e, ¢) = £ryt(lJ, ¢) 

(B4) 

(B5) 

is the vector spherical harmonic of degree l and' order 
m. 

N ext, we will make use of the following identity, which 
expresses a vector spherical harmoniC as a linear com­
bination of ordinary spherical harmonics: 3 6 

Yi' (e, ¢) = a_ Yi+ 1 (e, ¢)€_ + a+Yi-1 (e, ¢) € .. 

+ m yl" (e, ¢)uz ' (B6) 

where 
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a_ = [(1- m)(l + m + 1)]1/2, 

a+ = [( 1 + m)( 1 - m + 1) ]1/2, (B7) 

(BS) 

and ux ' U y, U z are unit vectors in the positive x,y, and z 
directions, respectively. On substituting from (B6) into 
(B4), and recalling once again the definition (3.14) of 
IIr (r), we obtain at once the identity 

ikV x [rII'[' (r)] 

= k[a_II r+1(r) £_ + a+IIr-1(r)€+ + m IIi (r)u z ]. (BS) 

We now express each of the three scalar multipole 
fields appearing on the righthand side of (BS) in terms 
of the angular spectrum representation (3.13) to obtain 
the identity 

ikV X [r II / (r)] 

= k(- i)Z!:.-- 1- d{31 da sinaG(a (3)e iks •r (B10) 21T -1[ e± ' , 
where 

G(a, (3) = a_ y/+1 (a , (3) L 

+ a+Yt-1 (a,{3)£+ + mYf'(a,{3)uz. (Bll) 

But according to (B6), the right-hand side of (Bll) is 
precisely the vector spherical harmonic yr (a, (3), i.e., 
G(a,{3) = Y/(a,{3). Hence, (B10) gives 

ikV X [r IIi (r)] 

-_ (- z·) Z ik 1" d{3 f d vm ( ). k 
e ± a sina ~ I a, {3 e' s· r , 

21T -n 
(B12) 

which establishes the representation (BIb). 

Next, we apply the curl operator to (B12). The curl 
operator may be taken under the integral signs on the 
rhs of (B12) since the double integral may be shown to 
converge uniformly when Iz I > O. We then obtain the 
formula 

v X ,(V x [r IIr(r)]} 

= (- i)Z ik r d{3 fe t da sina s x Yf' (a, (3) e iks ·r , 
21T -n 

(B13) 

which establishes the representation (Bla). 

We should note that the two expansions (Bla) and (BIb) 
are valid for all z "" 0 and, moreover, can be shown to 
have limiting values as I z I ---> 0 which correctly repre­
sent the electromagnetic multipole fields on the plane 
z = 0, except at the origin [cf. Eq. (A13a) of Appendix A]. 

APPENDIX: C: DOMAIN OF VALIDITY OF THE 
MULTIPOLE EXPANSION (3.12) 

In this appendix, we verify that the multipole oxpan­
sion (3.12) is valid not only throughout the two half­
spaces z > Rand z > - R [where the angular spectrum 
expansion (3. 5) converges], but is, in fact, valid through­
out the exterior, r > R, of the source region. 

As mentioned in Sec. 3, the field l/I(r) can be represen­
ted in the form of an angular spectrum of plane waves 
outside any strip bounded by two parallel planes tangen­
tial to the sphere of radius R, whiCh surrounds the 
source. For example, if we choose a new Cartesian 
coordinate system of axes OX, oY, OZ, obtained from 
the original system OX, OY, OZ, by a rotation about the 
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origin 0, we can represent the field at all points outside 
the strip I z I < R in the form (3. 5), where the polar 
angles a, {3 of s and 8, ¢ of the field point r are referred 
to the rotated (barred) rather than the original (unbarred) 
system of axes. Consequently, all the analysis leading 
to the multipole expansion (3.12) remains valid in the 
rotated system. 

Consider now a field point ro that lies outside the 
source region (Le., for which r 0> R), but which is 
situated within the strip I z I < R and let us choose the 
rotated axes aX, OY, 0 Z in such a way that r 0 lies out­
side th~ st,!.ip I zl < R (see Fig. 2). Then if r o,-eo' ¢o 
and r', 8', ¢' are the spherical polar coordinates of the 
field point ro and of the integration point r', respec­
tively, referred to the rotated system of axes, we have 
by (3.12) 

00 I 

l/I(ro)=k L; L; af'ht) (kro) Yt«(}a,¢o), (Cl) 
10 0 mo-Z 

where [if we also use (2.4)] 

ar = 41T i"''''R p(r')j Z (kr') Y;n * (if , ¢') d 3r'. (C2) 

We can rewrite (Cl) in the form 

l/I(ro) == k I~ h\+) (kr o) (41T ir''''R d 3r'p(r') jz (kr') m~1 
X yr* (7ft, CP') Y;" <80 , CPo)). (C3) 

Now, if r 0,8 0, ¢o and r', 8', ¢' are the spherical polar 
coordinates of the field point r 0 and the integration 
point r', respectively, referred to the original system of 
axes we have, from the addition theorem on spherical 
harmonics (Ref. 37, pp. 290-291) 

I I 

L; Y;n*w', cp')yrWo, CPo) = L; Y;n*(e', ¢')Yf'(8 0 , ¢o), 
mo-l mo-I 

(C4) 

each of these two sums being equal to (21 + 1)Pz(cosX)/41T, 
Here PI is the Legendre polynomial of degree 1, and X is 
the angle between the position vectors ro and r'. Making 
use of (C4), Eq. (C3) can be rewritten in the form 

l/I(ro) == k l~ ht)(kro) (41T i"''''R d 3r'p(r')jz(kr') 

"-
'\ 

"­
'\ 

Z 

X mr:.zYr*(8', ¢') Y;"(8 0 ' ¢o~, (C5) 

"-I. 
/ 

/ 

"-~~~HfiHn~Hn~~~----"Z 
'\ 

z=-R 
,~ 

'1: z=R 

'\ 
'\ ,,~ 
~ 

FIG. 2. Notation relating to the proof that the multipole expansion 
(3. 12) is valid throughout the exterior r > R of the source region. The 
point ro is situated in the strip 1 z 1 < R (referred to the original coordi­
nate system) but outside the strip 1;;1 < R (referred to the rotated system). 
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or GO I 

l/I(ro) = k ~ ~ af'h~+)(kro)Yi"(80'<Po), 
1=0 m=-l 

(C6) 

with [if use is also made of (2.4)] 

a 7' = 4'11' Ir'sR p(r') A7*(r')d3r'. (C7) 

Equations (C6) is seen to be precisely Eq. (3.12) evalua­
ted at the point r o' and referred to the original system 
of axes and Eq. (C7) is identical with Eq. (3.U). Since 
ro can be taken to be any point outside the source 
region, we conclude that (3.12) is valid at all points r 
such that r> R. 
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Fig. I, (3.4) corresponds to the following, frequently used, alternative 
form of the Weyl expansion: 

exp(ikl r-r'l 

I r - r'l 

ik 

2lT If exp {ik[sx(x - x') + Sy(y - y') 
Sz 

+ Sz I z - z' 11} dsx dsy . (3.4a) 

Here, 

Sz = + J I - SX' - Sy', if sx' + Sy' .;;; I, 

Sz = + i J SX' + sy' - I, if SX' + Sy'. > I. (3.4b) 

The two forms of the Weyl expansion, and the transformations requir­
ed to pass from one to the other, are discussed in A. Banos, Dipole 
Radiation in the Presence of a Conducting Half-Space (Pergamon, New 
York, 1966), sec. 2.13. 

lIlf the representation (3.4a), rather than (3.4), is employed one obtains, 
instead of (3.5), the following form of the angular spectrum representa-' 
tion, which is commonly employed in the literature: 

'" (r) = ~ ff ~(±) (s) exp [ik(sxx + Syy ± szz)] dsx dsy , 
2lT _00 

(3.5a) 

wheresz is defined by (3.4b), and the positive signs are used when 
z > R and the negative signs when z < - R. The spectral amplitudes 
</l(±) (s) are given by 

</l(±) (8) = i p(ksx , ksy , ± ksz), (3.5c) 
Sz 

with p (K) being the threefold Fourier transform of the source distri­
bution, as defined by Eq. (3.7). 

"The effect of discarding all evanescent plane waves in the angular spec­
trum representation of the scalar dipole field lTY (r) [see Eq. (3.14)] 
has been very clearly analyzed by W. H. Carter, Opt. Commun. 2, 142 
(1970). 
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theorem that the Fourier transform of a continuous function which 
vanishes outside a finite interval is a boundary value of an entire 
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result on analytic functions defined by definite integrals [cf., E. T. 
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Variable (Oxford U.P., London, 1962), Sec. 5.5]. The multidimension­
al form of the theorem is the well-known Plancherel-P6lya theorem 
[cf., B. A. Fuks, Introduction to the Theory of Analytic Functions of 
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1963), p. 352]. 
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"See, for example, the Appendix in K. Miyamoto and E. Wolf, 1. Opt. 

Soc. Am. 52,615 (1962). 
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classical electromagnetic field in another publication. An analogous 
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by A. 1. Devaney, Proceedings of the Third Rochester Conference on 
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27If, in addition to oscillating charges and current densities, there is a 
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one must replace j(r) by j (r) + c'V x ~(r). The introduction of mag­
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of vector spherical harmonics Xlm (8, </J), Vim (8, </J), and 
Wlm (8, </J) in the form 

I 

A(r) = I!}O m !}.)/Im (r) Xlm (8, rp) + glm (r) Vim (8, </J) 

+hlm(r)Wlm (8,rp»). 

where/1m , glm, and him are functions of the radial coordinate 
r = I r I only. (The vector spherical harmonics Xtm , Vim, and 
Wlm correspond to yml,l, I, yml,l+ 1,1, and yml,l-I,I respectively, 
of Ref. II.) The vector spherical harmonic Xlm is, except for a 
normalization factor, the same function that we denoted by Ylm; 
more precisely 

Y~= [l(l+ I)]Y2Xlm. 

Moreover, one has the relations [see Eqs. (B3) and (B9) of Ref. 31): 

s x Ylm = i [l(l + I)] Yo [(dl) Y2 Vim + 

and 

f...J.~.J .. Sh. W ] 
\21 + I ) 1m 

[ 
(l+I\Y2 (I\Yo J 

s ylm = - \2i+T/ Vim + 21+ 1/ Wlm , 

where s = rlr is the unit vector in the radial direction. Since, according 
to these relations, the vector spherical harmonics Ylm, s x Ylm, and 
s Ylm are linearly independent combinations of Xlm Vim, and Wlm , it 
is clear that they too form a complete basis for the expansion of A(r). 
Moreover, Ylm and s x Ylm are tangential to the unit sphere (S2 = I) 
and s ylm is perpendicular to it. Hence, the two types of vector 
spherical harmonics ylm and s x ylm form a complete set for arbitrary 
"tangential vector fields" A(r), i.e., an arbitrary, well-behaved, vector 
field A(r) such that s . A(r) = 0, may be expanded in terms of them. 
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"By making use of elementary vector identities and the fact that 
s . Ylm = 0, one can rewrite (4.12a) in the form 

m il + 1 
al = - l(l + I) ( 

k\ 11 11 

7/ J dllJ dasina{sx[sxj(ks)J) 
-- 11 0 
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. [s x Ylm* (a,Il)]. (4.12a') 

Now, - k x [k xi (k)] Ii kl' is the Fourier transform iT (k) of the trans­
verse partir(r) of the current distribution [cf., E. A. Power, Introductory 
Quantum Electrodynamics (American Elsevier, New York, 1964), Sec. 
6.3]. Thus, (4. I 2a') and (4. I 2b) show that all muItipole momznt3, (and, 
consequently, the field outside the source region), depend only on those 
Fourier components1T(k) of the transverse part of the current distri­
bution for which I k I = k = w Ie. 

J4For a discussion of the various aspects of the Debye representation see, 
for example, the papers by Bouwkamp and Casimir" ,Nisbet", and 
Wilcoxl4. 

35The decompOSition (5.3) of the spectral amplitudes £(s) and R(s), which 
we obtained as a consequence of the completeness of the vector spheri­
cal harmonics Yl m (a,ll) and s x Yl m (a,ll) with respect to all well 
behaved fields F (s) that are orthogonal to s [i.e., such that s . F(s) s 0], 
may also be obtained as a direct consequence of the so-called Hodge's 
decomposition theorem [See, for example, P. Bidal and G. de Rham, 
Commun. Math. He!. 19, I (1946).] Wilcox 14 employed this theorem 
in his treatment of the Debye representation, which, however, is quite 
different from ours. 

"'This identity follows from a well known general expression for vector 
spherical harmonics in terms of ordinary spherical harmonics. [See, 
for example, Eq. (1.5), p. 797 in Ref. 11.] 

37See, for example, B. W. Shore and D. H. Menzel, Principles 0/ Atomic 
Spectra (Wiley, New York, 1968), pp. 290-91. 
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We give a new proof of the theorem stating that in a quantum field theory with tempered field 
operators the dense domain of the polynomial algebra of these field operators applied to the vacuum 
state contains a dense invariant set of analytic vectors for the representation of the Poincare group. 

INTRODUCTION 

Analytic vectors for the unitary representation U(<?) 
of the Poincare group <? in axiomatic quantum field 
theory have been discussed earlier by one of us l . In 
this note we use a different type of argument to give a 
new demonstration that the domain Do, constructed out 
of the polynomials in the fields smeared with test 
functions from EB;;"=o S(R4n) applied to the vacuum state, 
contains a dense invariant set of analytic vectors for 
U«?). We end with some remarks on the integrability 
of symmetry Lie algebras in quantum field theory. 

ANALYTIC VECTQRS FOR THE REPRESENTATION 
OF THE POINCARE GROUP 

The axioms for a Wightman field theory of a spinless 
field are reproduced in.2 In our considerations we do 
not make use of the locality property of the field or of 
the spectral condition for Pil, the generators of trans­
lations. It will also be sufficient to have one, not neces­
sarily unique, cyclic vacuum n. 

Theorem 1: Given a Wightman field theory with a 
finite number of tempered fields transforming covar­
iantly among themselves under the unitary representa­
tion U(iPJ) of the Poincare group iP! = T4 @ SL(2,C). 
Then the dense domain Do generated by the polynomial 
algebra over the fields smeared with test functions from 
EB;;"= 0 S (R 4 n) applied to the vacuum state n, contains a 
dense invariant domain of analytic vectors for U(iPJ). 

We shall give the proof of this theorem only for a single 
scalar field. The generalization to fields with spin is 
straightforward since the matrix elements of the SL(2,C) 
representations transforming the field components are 
polynomials in the real and imaginary parts of the 
matrix elements of SL(2, C). 

Let rp(x l' ... , X n) E S( R 4 n), where x; is a four-vector. 
A scalar field cp gives a map S(R 4n) ~ :Ie, which is linear 
and continuous, 

where :Ie is the Hilbert space. 

For a given rp E S(R4n) we define a map CP} ~ S(R4n) by 

<?J 3 (A, a) ~ rpu., a) E S(R4n), 

where 

rp (A, a/x l' ... , X n) =: rp(Ax 1 + a, ... , Ax n + a). 

Composition gives 

We shall show that if 

" rp(x1"" ,x,,) = P(x1"" ,x,,) exp(- ~ ~ x~) 
1 
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with P a polynomial in the components of x p and 
x~ = X?2 + x~, this composite map is real-analytic from 
<?2 to:Ie. Then, since (A, a) ~ (A, at1 is an analytic 
homeomorphism, cpn(rp)n is an analytic vector for U(<?J). 
(The set of functions described above is denoted {rp}.) 

We start from arbitrary complex transformations 
(A, a): Xil ~ A~x" + ail where the 20 complex numbers 
(A~, a\) are denoted by z = (z1"'" z20) E C20. We then 
define functions f on R4n X C20: 

f(x, z) = P(Ax l + a, ... , AXn + a)e-N(X,Zi, 

" N(x, z) = ~ ~ (Ax; + a)2. 
1 

In fact, we shall study a more general f of the form 
Q(x,z)e-N(x.z)where Q(x,z) is a polynomial. For every 
fixed x E R 4 n, such an f is evidently holomorphic in C 20. 

Lemma 1: There is an open set V C C20, such that 
V ::::l <?J and f(., z) is holomorphic from V to S(R4n). 

Proof: Define a subset of C20: V = {(A, a); a E C4, 
A such that the quadratic form Re(Ax)2 > oj. Since the 
condition for positive definiteness is given by inequali­
ties related to the matrix ReA T A - T denotes trans­
position - V is obviously an open subset of C 2 o. As 
every real nonsingular linear transformation takes a 
pos. def. form into a pos. def. form, we have in particular 
that V ::::l <?J. 

Now, for every compact subset Vc of V we can find 
positive numbers K and 17 such that 

n 

ie-N(X,z)i <Ke -n~x~, x E R4n, 

Evidently f(., z) E S(R4n) for every z E V and it remains 
to show that the map V 3 Z ~ f(., Z) E S(R4,,) is holo­
morphic. This amounts to showing that the map is dif­
ferentiable [in the topology of S(R4,,)), i.e., that for every 
seminorm P in a set defining the topology of S(R4n) we 
can, given E > 0, find a 0 > 0 such that 

( 
20 af ) P f(., z + 6z) - f(. , z) - ~ -a - 6z; < E 1 6z i 
1 Z; 

provided 16z1 = (~16Z;i2)1/2 < O. 

The set of (semi-) norms on S(R4n) is taken as {Pc< B} 
w~ . 

Pc<,a(f) = s~p IxcxDtlf(x) 1 

with an obvious multi-index notation. 

Now we can write 
20 of 

f(.,z + 6z)-f(.,z)-6 - 6z; 
1 OZi 

- J ~ - (., Z + t6z) - - (. ,z) _ 1
20 (of af ) 

o 1 OZ; az; 
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Provided z + t~z, t E [0,1], stays inside a compact Vc 
as above, the effect of the suppressing factor e-N (.1&. z) 

is that the term inside () under the integral sign can 
be made small, uniformly in x, by choosing I ~zT small 
enough, for any given fixed Z E V. Hence we get 

Po.o(f(.,z + ~Z)-f(.,z)-£ ~ ~Zi)<EI~zl 
1 OZi 

for I ~z I small. 

For a general norm Pa.,s we can write Pot,sCf) = 
Po.o(xotDSj). 

Since x and Z are independent arguments, we get 

( 
20 'Of ) 

Pa,s f(., Z + ~) - f(., z) - L) - ~Zi 
1 OZj 

( 

20 a 
= po. 0 g(., z + ~Z) - g(., Z) - L) 1.. 

1 OZj 

where g(x, z) = xa.D~f(x, z). g is of the same type as f 
so the same argument as above applies. Thus f(., z) is 
holomorphic from V to S(JR4n). 

Proof of Theorem 1: Since the map cpn from 
S(JR4n) to Xis linear and continuous it follows from 
Lemma 1 that the composite map 

V :3 (A, a) --? CP"(<P(A,a»n EX 

is holomorphic. Since CPc+ (the complex Poincare group 
with determinant I A I = + 1) is an analytic submanifold 
of C 20 , restriction of the above map to V n CPc+ gives 
again a holomorphic map. Now, V n CPc+ is evidently an 
open subset of CPc+ containing CPl, so that restriction to 
CPl gives a real-analytic map. Since the set of 
functions {<PI contains the Hermite functions in 4n 
dimensions it is obviously dense in S(R4n). By taking 
the polynomial algebra over the field, smeared with 
test functions in {<PI for all n, we get a dense domain of 
Poincare analytic vectors contained in Do' By further 
taking all U(CPJ}-translates of the vectors in the domain 
so constructed, we get the dense invariant domain of 
analytic vectors of Theorem 1. 
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REMARKS ON INTEGRABILITY OF SYMMETRY LIE 
ALGEBRAS 

Regarding the local aspect of analytic vectors for the 
Poincare algebra in connection with the integrability 
discussed in Ref. 1 we want to emphasize that in a field 
theory the integrability is often most simply shown by 
means of the extension3 of a theorem by Segal4 on the 
unitary implementability of groups of *-automorphisms 
of C*-algebras to the case of unbounded operator 
algebras in field theory, usually called the "reconstruc­
tion theorem." From this theorem one can deduce, that 
any Lie algebra representation in X acting as a deri­
vation in the set of field operators, is integrable if 

(a) the generators annihilate the vacuum state n, and 
(b) the action of the Lie algebra on the algebra of test 
functions (which induces the given Lie algebra repre­
sentation in X) can be integrated to a differentiable 
group of *-automorphisms of the algebra of test 
functions. 

For representations of the Poincare algebra by 
symmetric operators in X satisfying the condition (a) 
and transforming a finite number of fieldS among them­
selves, the condition (b) is always fulfilled. 

In the case of internal symmetry algebras, the alge­
bra of test functions can be taken as the tensor algebra 
generated by 8(JR4) 0 L, where L is the index space and 
8(JR4) is the covariant test function space. In this case 
the condition (b) is equivalent to requiring the repre­
sentation in L to be integrable. 
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The Regge pole spectrum of the ABFST multiperipheral model with a resonance kernel is studied, 
using both the forward and nonforward partial-wave integral equations. Insight into the complicated 
pattern of the trajectory spectrum is provided by an analysis of the singularity structure of the basic 
kernel using appropriate representations for it, and by an elucidation of the process of generation of 
trajectories in the weak-coupling limit. This also establishes a framework for understanding the 
characteristics of the approximate solutions to the problem that are taken up subsequently. The trace 
approximations for both the nonforward and forward equations are worked out in detail. The traces 
involved are evaluated in convenient closed forms from which all the necessary information can be 
extracted easily. It is found that the approximation preserves, to a fair degree of accuracy, the 
trajectory-generating singularity structures of the relevant kernels, and that good 'effective' trajectory 
positions for the leading and secondary poles are obtained in both the forward and nonforward cases. 
It is also shown that, in this approximation, other phenomena such as complex Regge poles, the 
threshold behavior of the trajectories, and the intercept and slope of the leading trajectory can be 
investigated in a close simulation of the actual situation. Recent factorizable approximations are then 
examined from the point of view of the pole spectra they lead to, and it is concluded that, by and 
large, they oversimplify the problem and that their shortcomings are thus more extensive than those 
of the trace approximation. 

1. INTRODUCTION 

There are very few relativistic models for which 
complex angular momentum analysis can be carried 
out, because of the enormous technical complications 
involved in a program of this sort. Yet, because of the 
importance of such studies in high-energy hadron 
physics, the few tractable models that exist have been 
the center of a great deal of attention, even if they do 
neglect complications arising due to spin and other 
quantum numbers. (Apart from the usual claim that 
these factors can, in principle, be included without 
much trouble, it is of course essential to be able to 
handle at least the simplified cases in the first in­
stance.) In particular, the Amati-Bertocchi-Fubini­
Stanghellini-Tonin1 (ABFST) and later, more general­
ized2 multiperipheral models3 have been investigated in 
many papers in connection with high -energy behavior 
and continuation to complex angular momentum. In­
terest in a multiperipheral model like that of ABFST 
derives from its relevance in describing such features 
of high-energy scattering as Regge behavior for elastic 
amplitudes and total cross sections, scaling, and 
logarithmic growth of the multiplicity in multiparticle 
production reactions, to mention just a few. From a 
theoretical viewpoint, too, the ABFST model has as one 
of its important uses the "underpinning" of the assump­
tions involved in multi-Regge bootstraps on which 
modern dynamical calculations on the origin of the 
Pomeron and other trajectories are based. 4,5 The model 
is thus of basic importance. 6,7 It is further capable of 
accommodating refinements and modifications6

-
8 that 

make it more complete from theoretical considerations 
and improve its description of the experimental situa­
tion. The question of its Regge trajectory content is 
therefore a pertinent one and is worthy of analytical 
study in its own right, given the fundamental nature of 
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this type of model for strong interactions at very high 
energies. 

A formalism that has proved most useful when used 
in conjunction with multiperipheral models is that of 
the Bethe-Salpeter (BS) equation. For instance, in the 
multi-Regge bootstraps referred to above, much use has 
been made of the BS framework with Regge exchange 
incorporated into it. 5 The formalism is also of con­
siderable aid in the "diagonalization" of the multi peri -
pheral model-based integral equation for absorptive 
parts of scattering amplitudes9

; this is an essential step 
in the general program of carrying out the crossed­
channel partial-wave analysis necessary to express the 
high-energy properties of physical scattering ampli­
tudes in terms of singularities in the partial-wave pa­
rameter plane, taking into account the appropriate little 
group of the momentum -transfer vector in various 
kinematic regions. Now it has been found possible to 
derive "partial-wave" integral equations10 for the ab­
sorptive part of the scattering amplitude in the ABFST 
model in both the forward (t = 0) and nonforward (t * 0) 
cases, that are, with the usual assumption of a 
"resonance" kernel, rather similar in form to the 
Bethe-Salpeter equations satisfied by the partial-wave 
proj ections at t = 0 and U 0 of the scattering amplitude 
in the scalar gcf>N>2 field theory in the ladder approxi­
mation. The particular problem of deducing the trajec­
tory spectrum in each of these instances is, formally, 
a common one. Discussions of some of the Regge tra­
jectories of the ABFST model have been given in vari­
ous approximations such as "factorizable" approxi­
mationsll ,12 (for general t) and the "trace" or "first 
Fredholm" approximation (at t=O), 7,13 for example, in 
connection with the occurrence of complex Regge 
poles. 14 It will be recalled that more detailed work on 
the trajectory-spectrum aspect of the problem (beyond 
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the level of the leading Regge pole) has been done, but 
in a rather different context-essentially in the weak­
coupling limit of the field-theoretic example referred 
to earlier. These investigations have been made both in 
perturbation theory, 15 usually using Mellin-transformed 
Feynman amplitudes, 16 and directly from the BS equation 
for the partial-wave amplitude. 17 However, even here, 
explicit analytic continuation into the left-half partial­
wave plane18 (or Mellin parameter plane) to isolate 
Regge poles has been performed16,19-21 only for a few 
of the higher-lying trajectories, because of the rapidly 
multiplying technical complications at each stage of the 
(stripwise) continuation procedure. It is rather unclear 
from such considerations, as also from those involving 
the trace or factorizable approximations, exactly what 
the trajectory spectrum of the original problem is. We 
take the attitude that this is an important question, and 
that it is worth trying to clarify the manner of genera­
tion of Regge poles in the ABFST model. A second as­
pect worth examining is the extent to which the trace 
and factorizable approximations preserve the actual 
trajectory structure (insofar as the latter can be re­
liably deduced). These two broad objectives form the 
main content of the present paper. We shall find, first, 
that a careful consideration of the singularity structure 
of the kernel of the relevant integral equation in the 
angular momentum plane yields a good deal of informa­
tion on the process of generation of the Regge trajec­
tories, and second, that the trace apprOximation can be 
analyzed in depth (both at t = 0 and t * 0) and is in fact a 
rather good approximation as compared to the various 
factorizable approximations. Although we shall be con­
cerned with the (physically interesting) ABFST model, 
we shall often use (for convenience) the language of the 
field-theoretic model in the BS formalism. 

The basic partial-wave equations in both the t = 0 and 
t* 0 cases, from which the trajectory spectrum is to be 
deduced, are linear integral equations with nondegen­
erate kernels. Essentially because of the nondegeneracy 
of the kernels, the problem of determining the full tra­
jectory spectrum remains unsolved. This is so even in 
the Simplified case of the weak-coupling limit men­
tioned above. (Indeed, only in the special case of the 
Wick-Cutkosky model, 22 where the mass of the ex­
changed scalar meson is zero, has the full Singularity 
structure in the partial-wave plane been elucidated. 23) 
We shall use the known, exact results in the weak­
coupling limit to examine the accuracy of the trajectory 
structures found in various approximation to the ABFST 
equations. We shall also occasionally use the Wick­
Cutkosky example for the same purpose, although of 
course this case certainly does not apply in a literal 
sense to the ABFST model, where the exchanged 
(resonance) mass is generally taken to be large com­
pared to that of the scattering particles. As we shall 
see, there are baSic qualitative differences between 
the trajectory sequences in the massless-scalar and 
massive-scalar exchange cases; however, the former 
will serve as a check on some results when the appro-
. priate limit is taken, since several exact results are 
known here. 

The organization of this paper is as follows: Sec. 2 is 
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devoted to writing down the integral equations con­
cerned, intrcducing notation, etc. In Sec. 3, we dis­
cuss the trajectory spectrum in the weak-coupling limit 
both for t=D and t*D. (A method of extracting the posi­
tions of the Regge poles at t = 0 is also inCidentally in­
dicated, that is much Simpler than any of the earlier 
methods.) Part of this discussion will be a quick sum­
mary of known results, as its purpose is merely to 
provide a means for understanding the origin of the 
Singularities in the partial-wave plane. Attention is then 
paid to the form of the kernel in order to point out 
precisely how the trajectories are generated, for the 
reasons given earlier. In Sec. 4, we give a full dis­
cussion of the eigenvalue problem in the trace approxi­
mation. First we consider the weak-coupling limit in 
this case (for the sake of the comparison referred to 
above), and then the phYSically interesting questions of 
threshold behavior, complex poles, and Pomeron inter­
cept and slope. Finally we re-examine the trace ap­
proximation for the forward equation. Although this has 
been considered in earlier papers, 7,14 the integral rep­
resenting the trace of the kernel has been evaluated 
only approximately. We show that this integral can be 
evaluated exactly and that the eigenvalue condition for 
the pole positions can be cast into a simple closed 
form, from which results such as the occurrence of 
complex Regge poles can be easily read off. In Sec. 5, 
we briefly look at various factorizable apprOximations 
from the point of view indicated above in order to get an 
idea of the reliability of the corresponding trajectory 
spectra. We close with some general concluding re­
marks. (Other such remarks on specific points are 
made at the appropriate places in the text itself.) The 
emphaSis throughout will be on analytiC aspects, ade­
quate numerical analyses24,25 having been carried out 
already. 

2. THE EIGENVALUE EQUATIONS 

The direct (s-) channel absorptive part of the off-shell 
(1T-1T) scattering amplitude in the ABFST model satisfies 
a linear inhomogeneous equation rather similar to an 
integral equation in each of the cases t= 0 (forward 
scattering) and f* D. A lot of work has been done in 
recent years on the "partial-wave" analySis of the equa­
tions in the two cases and in diagonalizing9 the equations 
in the partial-wave parameters (1. e., in deriving the 
integral equations satisfied by each decoupled partial­
wave projection). All these equations are neatly sum­
marized in Ref. 11. Here we shall merely quote the 
relevant equations. 

Let us first consider the general case, t* D. With 
kinematics as in Ref. 11, we have ingoing momenta 
P + Q /2, k - Q /2, and outgoing momenta P - Q /2, k 
+Q/2 in the s channel, so that s=(P+k)2, t=Q2/4. The 
t-channel relative momenta squared are denoted by 
u=P, V=k2, and held negative. The angles I/!, ({J are 
defined by sinl/!=(P' Q)/(tU)1/2, sin({J=(k· Q)/(tV)1/2. 
The two-pion contribution to the s-channel absorptive 
part is approximated by a Single resonance of mass M, 
with "strength" g2. Then a partial-wave projection A, 
of this absorptive part may be defined, which satisfies 
the linear integral equation 



                                                                                                                                    

249 V. Balakrishnan: Regge trajectory structure 

AI(t;u, l/!;v,qJ) 

1Tg2 = i [(UV)1/2cosl/!cOSqJ]-1-1 
Bfa, l+ 1) 

x Q (flJ2 - U - v - 2(UV)1/2 sinl/! sinqJ) 
I 2(UV)1/2cosl/!cosqJ 

+ ~ fO 00'1-/2 
dl/!,[(U,)1/2lcosl/!')] 1+1 

_.. -_/2 U \cosl/! 

(
flJ2 - u - u' - 2(UU,)1/2 sinljl sinljl') 

x QI 2(UU')1 /2 cosljlcosljl' 

x [(m! - t/4 - U,)2 - u'tsin2l/!' ]-lAI(t;u', ljI';v, qJ), 

(2.1) 

where u', ljI' are defined in terms of intermediate state 
momenta (P' ± Q/2) analogous to u, ljI. 1 is the partial­
wave parameter. The Regge trajectories of the model 
are to be found from the zeros of the Fredholm de­
nominator D(l, t) of the kernel in Eq. (2.1). Aside from 
some changes of variables, the equation satisfied by 
AI is similar to the Bethe-Salpeter equation for the 
partial-wave amplitude in the gtP~rfJ2 theory in the ladder 
approximation. For a consideration of the trajectory 
spectrum, we are concerned with the homogeneous in­
tegral equation. Let us write this down in the BS for­
malism. Let m, M denote, respectively, the masses of 
the scattering and exchanged particles, and g the cou­
pling constant at the m-M-m vertex. Then, after the 
usual Wick rotation has been carried out and we go over 
to Euclidean momenta, the off-shell, homogeneous, t­
channel partial-wave BS equation in the c. m. system 
reads17 

rfJl(p, w)=g2(21Tt3 
[ .. dP'! .... dw' 

XQI (flJ2 +p2+ ~;P; (w -w,)2)f(P', w', t)rfJl(p', w'). 

(2.2) 

p(= I pi) and w refer, respectively, to the relative 
momentum and energy variables. f(P, w, t) is the pro­
duct of the propagators for the two internal lines on the 
sides of the ladder, and is given by 

f(P, w, t) = [(p2 + w2 + m2 - t/4)2 + tw2]-1. (2.3) 

We shall work with the convenient notation of Eq. (2.2) 
in our consideration of the Regge trajectories of the 
ABFST model. 

We now turn to the case when t=O. At this point, 
f( P, w, t) becomes a function of the combination p2 + w2, 
and the well-known 0(4) symmetry of the (Wick-rotated) 
BS equation can be used to further simplify the eigen­
value equation (2.2).26 What is needed is an expanSion 
of the Q I function in this equation in terms of hyper­
spherical functions. 27 As we shall need this expanSion 
when we conSider the process of generation of trajec­
tories, we write it down here. In terms of the variables 
U=p2+W2, t,=W/U1/2, and p=(u+u'+fl,f2)/2(UU')1/2~ 
we have 

(
flJ2 + p2 + p,2 + (w _ W')2) 

QI 2PP' 

J. Math. Phys., Vol. 15, No.2, February 1974 

249 

_ (M2+U+U'-2(uu')1/2t,t,,) 
= QI 2[uu'(1 - t,2)(1 _ t,,2) ]1/2 

=B(t, 1 + 1)[(1- t,2)(1- t,,2)](1+1l/2 
.. 

x Po nB(n, 2l + 2)JI+n(p)C~+1(t,)C~+1(t,,), 

(2.4) 

where C!+l(t,) is the standard Gegenbauer polynomial 
and JI+n(p) is the corresponding function of the second 
kind, given by 

(2.5) 

If we also expand the eigenfunction rfJ I(U, 1:) in Eq. (2.2) 
in terms of four-dimensional harmoniCS, then, exactly 
at t= 0, the equation decouples to give a one-dimen­
sional integral equation; this reads 

rfJ(u) = «(J :21) i" du'(u' + m 2)-2Ja(p)rfJ(u'), (2.6) 

where G2=g2/161T2 and we have put l+n=(J since the 
kernel depends on this combination alone. (Any state­
ment on the spectrum at t= 0 as a function of the "four­
dimenSional angular momentum" (J may now be translat­
ed into one in the 1 plane simply by using 1 = (J - n. 28) 

Turning to the ABFST model in the case of forward 
scattering, let u, v denote the four-momenta squared 
of the two off-shell pions in the s-channel (u, v are 
held negative). Then a partial-wave projection Ax of the 
s-adsorptive part of the amplitude can be defined in 
such a manner that it satisfies the equation 

o 
Ax(u, v) =Ix(u, v) + i .. du'Ax(u, u')Kx(u', v). (2.7) 

Here Ix is the inhomogeneous term, and the kernel K~ 
is given by 

with p=(s -u' -v)/2(U'V)1/2. Cr(s) is related to the two­
pion unitarity contribution (it is proportional to the 1T1T 
elastic cross section). We have ignored isospin here for 
SimpliCity. If, as in the t*O equation, we take into ac­
count only a resonance contribution by replaCing Cr(s) 
with G2(j(S -flJ2), we arrive at an eigenvalue equationll 

for the trajectories at t = 0 that is essentially Eq. (2.6), 
with i\ taking the place of (J. As in the nonforward case, 
we shall work with the (BS) notation of Eq. (2.6) in our 
discussion of the trajectory spectrum. 

3. TRAJECTORY STRUCTURE IN THE WEAK­
COUPLING LIMIT 

The Regge trajectories of the model are found by 
solving the eigenvalue condition obtained from the homo­
geneous integral equations (2.2) and (2.6) for the ap­
propriate partial-wave parameter in terms of the other 
quantities, namely, t, G2, m 2

, and flJ2. As stated in the 
Introduction, we shall now briefly consider the weak­
coupling limit, Le., we shall work to O(G2

) in the tra­
jectory functions, in order to facilitate comparison with 
the results of subsequent approximate solutions to the 
problem. 
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The relevant eigenvalue equation is Eq. (2.2). We 
expect Regge poles to be generated from the fixed poles 
of the kernel at 1 = -1, - 2, • •• as the coupling is turned 
on, but initially we are restricted to the region Rel 
> - 3/2, which is the region of square integrability of 
the kernel (except for the point 1 = _1).18 It is well 
known that in this region there is just one Regge pole 
for sufficiently small G2. Since the residue of Q

1 
at 

1 = - 1 is unity, the position of this leading pole to 0 (G2) 
is easily seen to be given by 

1 + 1=g2(21T)-3 10"" dp J.:dwf{P, w, t) 

=4G2 (4m 2 
- t)- l F[t, 1;t;t/{t _4m 2

)]. (3.1) 

M2 enters only in the higher order terms in G2
• 

Now let us consider the secondary trajectories. In 
the expansion29 

Q() =~(2 )-1-20--1 r{l+2r+1) (I I ) 
1 Z = v 1T L.J Z r(l + '3)!- Z > 1 , 

roO r+2 r 
(3.2) 

it is the term with r = 0 that has a pole at 1 = - 2. Before 
we can isolate the Regge poles expected near 1 = - 2 in 
the weak-coupling limit, however, analytic continuation 
(of the original inhomogeneous equation) to that neigh­
borhood must be performed, because the term - z-I-l 
in QI(Z) leads to divergences of the original representa­
tion before we can reach 1 = - 2 both for P' - 0 and P', Wi 

- 00. After this problem is taken care of, 19,20 one finds 
three Regge poles near 1 = - 2 in the weak -coupling 
limit, one of which is the daughter of the leading Regge 
pole. Further stripwise analytic continuation to the 
neighborhood of 1 = - 3 (now the r= 0, 1 terms have to 
be handled properly) gives five Regge poles in that 
neighborhood, three of these being daughters of those 
near l= -2. 

While we can, in principle, proceed to isolate all the 
secondary trajectories of the model by such stripwise 
continuation using the expansion of Eq. (3.2), in prac­
tice the procedure rapidly becomes too complicated to 
be tractable beyond 1 = - 3. Up to this point the multi­
plicity of Regge poles is indeed the same as that in the 
M = 0 case. In the latter model, the eigenvalue equation 
may be reduced to a second order ordinary differential 
equation,30 and it turns out23 that there are (2N - 1) 
Regge poles near 1= -N in the weak-coupling limit. Be­
yond 1 = - 3, the M * 0 problem departs considerably 
from the pattern of the M = 0 case. 31 No "one-step" con­
tinuation procedure has been found so far when M is 
nonzero. Therefore, although we may look upon the 
Regge poles of the model as being generated from the 
poles of Q I at 1 = - N, the problem of explicit isolation 
of the Regge poles is nontrivial, and indeed the exact 
multiplicity of Regge poles near 1 = - N in the weak­
coupling limit is unknown for general N. 

Still, we can make some useful statements on the tra­
jectory spectrum in the weak-coupling limit for the case 
of interest to us. It is already known that for the kernel 
we are concerned with in this paper, the only singulari­
ties in the 1 plane are (Regge) poles,18 and the some­
what simpler t = 0 case makes it possible to put rough 
upper21 and lower32 bounds on the number of Regge poles 
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present in the model. We proceed to make some more 
definite statements: while we cannot directly substitute 
for QI(Z) the singular but degenerate (finite-ranked) 
kernel PN_1(z)/(1 +N) to solve the problem in the weak­
coupling limit because of the divergence problem, the 
exact number of Regge poles generated by each (fixed) 
pole of Q 1 must be related to the number of linearly 
independent vectors in the (p, w) function space that can 
be constructed from a suitable "continuable" form of the 
residue PN - 1 at that pole. An example is needed to 
clarify the point: For N=2, the residue of QI(Z) is 
simply z=[M2+p2+p,2+(W_W,)2]/2pp', which, how­
ever, is not square-integrable; but an inspection of the 
expansion for QI(Z), keeping in mind the divergence 
problem, shows that we must use z-I-l/{l + 2), rather 
than just Z /(1 + 2), as the effective kernel in this in­
stance. We can then proceed to show20 that a suitable 
"continuable" form for QI(Z) near l= -2 in the weak­
coupling approximation is the rank-three kernel 
[C/\(p, W)f/J2(P', w') +f/J2(P, W)f/J1(P', Wi) -f/J3(P, w) 
Xf/J3(p',w')l!{l+2), where the f/J's are (l-dependent) 
functions given by 

f/J 1 = (.f2p) 1+1, f/J 2 = [.f2p/{M2 /2 + p2 + W2)]I+1, 

f/J 3 = (p/W)I+1. 

The resolvent of this kernel can be easily evaluated ex­
plicitly and then analytically continued to the neighbor­
hood of 1 = - 2. Putting 1 = - 2 everywhere except in the 
explicit pole factors (l + 2)-1 will then lead to the three 
Regge poles referred to above. For a general value of 
N, an examination of Eq. (3.2) shows that the pole of Q 1 
at 1 = - N comes from such a pole in each of the first 
[(N -1)/2J terms of the expansion. If we extract this 
pole part withaut altering the l-dependent powers Of z, 
we find that the "residue" can be written in the surpris­
ingly Simple form Z-I-NPN_1(Z). (The factor Z-I-N is of 
course what makes the kernel nonseparable.) It is this 
last quantity that must be used as the effective residue 
from which the appropriate separable kernel is con­
structed to extract Regge poles in the weak-coupling 
limit, after analytic continuation in 1 of the resolvent of 
this kernel. Further discussion of the process of gen­
eration of trajectories is given in Sec. 3C, using the 
expansion of Eq. (2.4) for the Q1 function. 

B. t = 0 case 

The relevant eigenvalue equation is Eq. (2.6). It is 
trivial to see that in the weak-coupling limit the leading 
Regge pole is at 

0'= -1 + G2 10"" du/(u +m2 )2 = -1 + G2 /m 2
, 

which is consistent with Eq. (3.1). Before we can iso­
late secondary trajectories, we have again to handle a 
problem of analytiC continuation, the kernel in Eq. (2.6) 
being square-integrable only in the region ReO'> - 2. 
While no poles at 0'= - 2, - 3, .•• appear explicitly in the 
kernel of Eq. (2.6), unlike the case of the Q1 function in 
the kernel of the nonforward equation, such poles could 
(and do) appear once we carry out the necessary analytiC 
continuation in 0'. 

The eigenvalue equation (2.6) has been the subject of a 
number of investigations, 33 but, as in the t*O case, one 
is forced to adopt a stripwise continuation procedure in 
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the a plane, and the exact multiplicity of trajectories is 
not known even in the weak-coupling limit. As stated 
earlier, the only exception is in the special case M = O. 
The function ]a(P) in the kernel then reduces to the 
quasiseparable form 

6(u -U,)(U' /U)(a+1) /2 + 6(u' -U)(U/U/) (a+1) /2, (3.3) 

and the equation can be exactly solved. In the weak­
coupling limit, there is one pole near a= -1, given by 
a+ 1 =G2/m 2; and two poles near a= -N (N~ 2), given 
by a + N = ± G2 /m 2

• The corresponding statements in the 
1 plane follow trivially. We state these exact results 
here because we shall subsequently check the corre­
sponding results of the trace and various factorizable 
approximations against them. 

In view of the importance of being able to make some 
exact statements at least in the case of forward scatter­
ing, it is worth studying the eigenvalue equation (2.6) in 
some detail. Here we shall mention very briefly some 
results in this direction, and indicate a new method of 
extracting weak coupling results with very little effort.34 
From the known Singularity structure of the kernel]a 
in U and U I, we can analytically continue the eigenfunc­
tion cf>(u) off the real positive axis in u, and find its 
Singularities. We find that the function <I>(u) 
=cf>(u)u-(a+1)/2 has branch points at _(nM)2, where 
n = 1, 2, .•.. 35 A study21 of the corresponding configura­
tion space problem, showing how the "wavefunction" 
behaves near the origin, indicates that, at leastiup to 
a= - 3, the singularity of <I>(u) at u = co is not relevant 
in the weak-coupling limit. This immediately leads us 
to compactify the region of integration by changing 
variables to v=W /(M2 +u), Vi =W /(W +u /). Denoting 
the new eigenfunction divided by va+

1 by <I> once again, 
we get from Eq. (2.6) 

<I> (v) = (G2 /W)2a+1(a + 1)-1 101 dv' [l + (a -1)v,]-2 

XHa(v, v')<I> (Vi), 

where a=m 2 /W and 

(3.4a) 

Ha(v, v') = [v ' (l - v,)]a+1[v + Vi - vv ' + {(v + Vi - VV,)2 

-4vvl(1-v)(1-v')}1/2]-CJ"1. (3.4b) 

Neglecting the Singularities of <I>(v ' ) at Vi = 0 and 1, the 
right-hand side of Eq. (3.4a) can be analytically con­
tinued to the left of Rea= - 2 by converting the vi-in­
tegration to one over the contour (1 -,0 +) encircling the 
branch points of Ha at Vi = 0 and Vi = 1, and multiplying 
the contour integral by the factor exp(i7Ta)/(2i simra). 
The weak-coupling expreSSions for the trajectories near 
a = - 2 or a = - 3 are then obtained by substituting these 
values of a everywhere except in the pole factor coming 
from l/(sin7Ta), the resulting integrals reducing to 
trivial evaluation of residues. In this simple manner 
we recover the known expressions for the two trajec­
tories near each of the points a= - 2 and a= - 3, 
namely, 

(a+ 2)2 + G2(a+ 2)W /m 4 
_ G4 /m 4 = 0, 

(a+ 3)2 _ G2(a+ 3)W(M2 _ 2m2)/m6 

+G4(M4+2m2~ _m4)/m8 =0. 

Equations (3.5), especially the second one, are ar-
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rived at only after a great deal of algebra by any other 
method. 16,21 

Beyond a= - 3, the above method has first to be 
modified because the singularities of <I>(v) at V = 0 and 1 
also begin to playa role even in the weak-coupling lim­
it, and the procedure becomes more complicated. 36 

However, such a contour integral method, taking into 
account the relevant Singularities of the eigenfunction, 
seems to be the best approach to an algebraically very 
complicated problem for a general value of N. In any 
case, the procedure makes it clear that the behavior of 
the kernel at the boundary points v = 0 (p2 + w2 - co) and 
v = 1 (p, w = 0) is crucial in deciding the trajectory 
spectrum of the model. Any apprOximation that alters 
this behavior (even if it does so in only one of the sets 
of variables p, w and pi, w') would cause modifications 
not only in the positions of the Regge poles but also in 
their multiplicity. 

C. Structure of the kernel 

We now consider the kernel of the nonforward equa­
tion, in order to make some further general remarks 
regarding the process of generation of trajectories in 
the model. Here we shall not be concerned with the 
problem or analytic continuation discussed earlier. 

To understand the spectrum, we have to go at least 
as far as the larger symmetry of the forward equation. 
We therefore consider the decomposition of Eq. (2.4). 
The connection between the weak-coupling limit and the 
poles of Q I at negative integral values of 1 has already 
been explained. Now the pole of Q I at 1 = - N (N 
= 1, 2, ... ) is displayed by the expans ion of Eq. (2. 4) as 
follows20

: writing the Gegenbauer polynomials in terms 
of hyper geometric functions that are regular at 1 = - N, 
one finds that the pole arises from a factor r(2l + n + 2) 
in the numerator of the summand. Thus the first (2N -1) 
terms of the expansion become singular at l= -N, while 
the rest of the terms remain regular and their sum 
converges as before. The origin of the number (2N -1) 
of Regge poles near 1 = - N in the M = 0 case rests in 
the above fact. To see how the corresponding residue 
PN-1 is constructed, we note that the residue of the 
infinite series at that point is a finite sum of terms 
proportional to ]"-N' with n running from 0 to 2N - 2. 
This sum may be split down the middle at the Nth term, 
and terms symmetrically spaced about this point may 
be combined by using the identity ]-ot-2 = (J ot)-l, for any 
a. The residue at 1 = - N is then a sum from r = 0 to 
r=N -1 of terms proportional to 

]..,.-1 + (J _r_1)-1 = (p + (p2 _1)1/2)r + (p _ (p2 _l))-r, 

so that the square-root factors cancel out, in order to 
produce the required polynomial in z. 

The term corresponding to n = N - 1 (or r = 0) plays 
a special role: in this case we have ]-1 == 1, and this 
term is responsible for the sequence of Regge poles 
with the leading Regge pole of the model as parent. The 
degeneracy involved in this instance, i.e., the fact that 
]-1 = (J_l)-l (== 1, independent of p), is the precise rea­
son why this term generates only a single Regge pole 
(near each -N in the weak-coupling limit). We can also 
see directly how the various trajectories near 1 = -1, 
-2, -3, etc. are generated. Atl=-l, onlythen=O 
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term of the sum is singular. At 1 = - 2, the n = 1 term 
generates the daughter of the leading pole, while n = 0 
and n = 2 generate two new trajectories. At 1 = - 3, it 
is the n = 2 term that generates the pole belonging to 
the leading sequence; n = 1, 3 generate the daughters of 
the two other poles near 1 == - 2, while n = 0, 4 give two 
new trajectories, and so on. Beyond 1 == - 3, the com­
ments made earlier suggest the possibility, when M¢O, 
of more than one Regge pole being generated by a single 
value of the index n; the pattern of Regge poles then 
departs from that in the case M == 0, as already stated. 

With the general discussion of this section, we now 
have a perspective for understanding the nature and ex­
tent of the approximations in which the trajectory spec­
trum will be discussed in the following sections. 

4. THE TRACE APPROXIMATION 

Since the eigenvalue equations for the Regge trajec­
tories both for t == 0 and t ¢ 0 involve fairly complicated 
kernels and are not amenable to exact, analytic solution, 
various approximate solutions have been suggested. Of 
these, the trace or first Fredholm approximation (here­
after referred to as the TA) has been investigated for 
the forward equation both analytically and numerically: 
the agreement between numerical results of the TA and 
the exact problem is quite a convincing argument for the 
validity of the approximation and the "approximate fac­
torizability" of the kernel. This point has already been 
discussed in several papers. 7,12,14 Our purpose here is 
to work out as fully as possible the trajectory spectrum 
in the TA for both the t = 0 and f¢ 0 equations, and to 
explicitly calculate quantities of physical interest such 
as the Pomeron slope in the model. It turns out that 
once the basic approximation is made, the rest of the 
program can be carried out more or less exactly, and 
we shall find that a large number of the features ex­
pected in the solution of the original problem are pre­
served in this approximation. 

A. Trace approximation for the nonforward 
equation 

The TA for the eigenvalues of an integral operator 
with kernel K consists in writing the Fredholm de­
nominator D(G2 ) in the truncated form 1- G2 Tr(K), 
leaving out all the succeeding terms" Adopting this 
procedure for the integral equation (2.2), the w de­
pendence of the Q 1 function drops out when the trace is 
taken,37 and the eigenvalue condition may be written, 
after dOing the integration over w, as 

G
2 f ~ ( 1 ) ( t )-1 1- ~):XQI 1+ 2x2 x2+a- 4M2 (x2+at1/ 2 =0 

(4.1) 

(a=m 2/M2). The Regge trajectories are the solutions of 
this implicit equation for 1. For t¢ 0 (we may keep it 
negative), and a¢O (physically, we are interested in 
small positive values of a), the integral in Eq. (4.1) 
converges, as expected, in the region Re1> - 3/2. 38 

Although we cannot directly evaluate it in a closed form, 
a power series in t is easily generated. Thus for I t I 
«4M2, Eq. (4. 1) can be written as 
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where 

[(1, a) = 1 ~ dx Q1 (1 + 2!i) (x2 + a)-3/2. (4.3) 

While we can proceed directly from Eqs. (4.2) and 
(4.3), it is more convenient to use a representation for 
the trace in Eq. (4.1) discovered by Nakanishi. 39 He 
showed that this could be written in a form rather 
closely analogous to the Feynman parametric expres­
sion for an on-shell vertex diagram: the second term in 
Eq. (4.1) takes the form 

G2 f1 d d d 1i(1-x1 - x2- x3}xJ 
o Xl x 2 X3 [(Xl + x 2)(1 - x g}m2 + x~ - X1X2t] • 

(4.4) 

Note the extra l-dependent factor in the integrand. While 
(4.4) is no easier to evaluate explicitly than is the in­
tegral in Eq. (4.1), it provides a very simple represen­
tation for 1(1, a}, which is, with the help of Eq. (4.2), 
sufficient for our purpose. We find 

(1 x l(l-x) 
[(l,a)=}o dX[x+(l_x)2a] (4.5a) 

-lf1 xl(l-x) 
==a 0 dX(x+R)(x+R-1} , (4.5b) 

where 

R == [1 - (1 - 4a}1/2]A 1 + (1 - 4a}1/2]. (4.6) 

The right-hand side of Eq. (4. 5a) will be recognized as 
being quite similar to the Feynman parametric form for 
a bubble or self -energy diagram (again with an extra 1-
dependent factor in the integrand). It is worth giving 
here a simple geometrical explanation for this: the dual 
of the vertex diagram referred to above can be re­
oriented to have M2 appear as the label of one of the ex­
ternal lines of another vertex diagram, with t as the 
internal line opposite it. At t= 0, the new dual diagram 
collapses to that of a bubble diagram with ~ labelling 
the external line and m 2 the internal lines. This is why 
the threshold like factor R appears naturally every­
where in the trace approximation. The form of Eq. 
(4. 5b) will be very useful in our subsequent comparison 
of the T A for the nonforward equation at t = 0 with that 
for the forward equation. 

The integral appearing in Eq. (4.5b) can in fact be 
explicitly evaluated in terms of standard hypergeome­
tric functions. After some algebra, we find 

[(1, a) == [(l + 1)(Z + 2)]-1[(1 + R}/(l - R)] 

X [R-1F(l, 1 + 1;1 + 3;-R-1) -RF(l, 1 + 1;1 + 3;-R)], 

(4.7) 

a closed form from which various results can be 
extracted. 

B. Weak·coupling limit 

USing a convenient power-series representation for 
the hypergeometric functions in Eq. (4.7), we find that, 
in the TA, there is just one Regge pole near each of the 
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points 1= -N (N;;.l) in the weak-coupling limit. In 
terms of the quantity 9 = -lnR, we can write a compact 
expression for the positions of the above Regge poles in 
this limit, again as a power series in t. We find finally, 

1 + N= (-If-1(G2/m 2)(M/m)(1 + c1t+· •• ) 

x [sinh(N -i)9/sinhe], (4.8) 

with c1 = (l/4m2)[1- (~)ao loa], and the higher order 
terms in t are generated by using Eq. (4.2). The weak­
coupling limit enables us to judge how the multiplicity 
of Regge poles has been altered by the TA. If /-LN is the 
actual number of Regge poles near 1= -N in the weak­
coupling limit, the Fredholm denominator in that limit 
takes the form L;a.[G2/(1 + N)]~, with llo = 1 and r running 
from 0 to /-LN' In the TA, however, the above sum is 
truncated at r= 1, so that (for N;;. 2) the right-hand side 
in Eq. (4.8) is simply the sum of the /-L N weak-coupling 
limit solutions for (1 + N). 40 In the case t = 0, we would 
improve the situation regarding the multiplicity of 
Regge poles by first going over to the forward equation 
and then making the T A: we shall find a bit later that 
this gives one pole near each point (]= -N (N;;.l), and 
therefore N Regge poles near 1 = -N. Even this is quite 
different from the actual number of Regge poles. How­
ever, we can say that in each of the two cases the T A 
does give a certain "effective" trajectory position in the 
appropriate variable. 

C. Complex Regge poles 

These have been shown to occur in the model by con­
sidering the forward equation in the TA14 or in a fac­
torizable approximation. 11 The possibility of the oc­
currence of this feature may in fact be understood quite 
generally, without any approximations, by observing 
the different regions of the 1 plane in which the kernel 
in Eq. (2.2) is square-integrable, depending on whether 
m2 is zero or not. In the TA to the nonforward equation, 

,for instance, we find that the trace [represented by the 
integral in Eq. (4.1)] converges in Re1> -3/2 for a*O, 
but for a= ° it converges only in Re1 > -1. This will 
immediately lead to complex Regge poles to the left of 
the line Re1 = 1 when a takes on the small values (<< 1) 
that we are interested in, because of the predictable 
nonholomorphic behavior of the trace at a= 0 for gen­
eral values of 1. Indeed, it is easy to see from Eq. (4.1) 
that there occurs a term proportional to a l+1 (plus high­
er powers of a) in the trace when t * 0, if we use the fact 
that the Q 1 function has a leading behavior - X

2/
+

2 near 
x = 0. As t - 0, complex Regge poles can now occur to 
the left of the line Re1 = 0, in agreement with the re­
sult found from the forward equation. 41 This is also 
clear if we reduce the representation of Eq. (4.7) for 
I(l, a) to the following form: 

(1 +R) (F(l, -1-1;-1 + l;-R) 
I(l, a)= (1-R) l(l + 1) 

RF(1,1+1;1+3;-R) 7TR'(l+R») (4.9) 
- (1 + 1)(1 + 2) - sin7T1 • 

Since R = a + O(a2
) as a - 0, the last term on the right in 

Eq. (4.9) is nonholomorphic at a=O, and leads to the 
complex Regge poles referred to above when we solve 
the eigenvalue condition 1 - (G2 /M2)I(I, a) = 0 for 1. We 
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do not give further details here as they can be easily 
worked out. 

D. Threshold behavior 

The "accumulation" of Regge poles near 1= - ~ as 
t_4m2 is of course well known. Recently this phenom­
enon has been discussedll in the context of a factoriza­
ble approximation to the ABFST equation. However, we 
have already given elsewhere42 a full analysis of the 
threshold behavior of the trajectories, with the original 
kernel retained, in the framework of the BS equation. 
Once again the phenomenon can be anticipated, even in 
the TA, Simply by noting that the trace in Eq. (4.1) 
converges only in Re1 > - i instead of Rel > - i when t 
is set equal to 4m2; and that a term proportional to 
(t - 4m 2) 1+1/2 emerges from the integral using the same 
leading behavior of Q 1 near x = 0 as before. For the 
sake of completeness, we give just the results of a sim­
ple computation of the threshold behavior in the TA: 
First, the integral in Eq. (4.1) can be analytically con­
tinued to all values of 1 by converting it to a contour 
integral around the branch cut of the Q I function on the 
real positive x axis. Then, exactly at t=4m2, Regge 
poles to the right of Re1 = -~ can be shown to be solu­
tions of the equation 

1 - (G 2 /4m 2
) exp( - i1Tl)(sec1Tl)A(l):::: 0, (4.10) 

where 

(4.11) 

C being the (clockwise) contour referred to above. The 
solution to Eq. (4.10) in the weak-coupling limit is 

(4.12) 

correctly reproducing the weak-coupling expression for 
the leading Regge pole at threshold. 16,42 Again, for t 
very close to 4m2, we can show that the eigenvalue con­
dition of Eq. (4.1) takes the form 

C(l)[(4m2_t)/M2]1+1/2::::1, (4.13 

where 

C(l) = iA( -~) /texp( - i1TZ)A(l) + (4M2/G 2
) cos1T1], 

C(-i)=1. 

The "accumulation" of Regge poles near 1 = - ~ as 
t - 4m2 now follows in the standard manner from Eq. 
(4.13). The TA thus preserves, by and large, the 
threshold behavior of trajectories [although the exact 
form of C(l) is a bit different from that given above]. 
This is not surpriSing, since the approximation does 
not alter the "propagator" factor f(P, w, t) in the kernel 
of Eq. (2.2), and it is this factor that leads to the 
threshold singularity at t = 4m 2

• 

E. Pomeron intercept and slope 

The intercept at t = 0 of the leading trajectory of the 
model, denoted by Qo, is found in the TA by solving the 
equation 

(4.14) 

For a kernel more general than the resonance kernel we 
are working with, we are to understand by (G2/M2) in 
this equation the quantity R.=J dsCr(s)/s, where Cr(s) 
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has already been introduced in Eq. (2.8). 

The slope a~ of the leading trajectory at t= 0 is given 
by [see Eq. (4.2)] 

a~=(1/6M2)[(:~)/(~Dl=ao' (4.15) 

For a« 1, we find that if 0 < a o < 1, then a o and a6 are 
given by 

(4.16) 

and 

a 2(a + 1)2 (1Ta a"'o-l ~ 
a~ .. Mlo(2;o + 1) \6 sln1Ta o 

- [(1 - ao)ao(ao + l)(a o + 2)]-1,0 

(4.17) 

The factor a "'0-1 in Eq. (4.17) shows that the slope de­
pends strongly on the ratio m 2 /Ml (m is to be identified 
with the pion mass, while M is typically of the order of 
1 GeV). 43 

Let us now consider the interesting case of the 
Pomeron, with a o == 1. We find that the quantity 1(1, a) 
can be written completely in terms of elementary func­
tions,44 so that Eq. (4.14) takes the form 

R-1 = (1 + R}2[(1 -R}-l R InR + R-2(1 + R +R2) In(l + R} _R-1], 

(4.18) 

where we have expressed 1(1, a) as a function of the 
quantity R defined earlier, in Eq. (4.6). With a o=l, 
Eq. (4. 18) is an exact equation in the framework of the 
TA. As a increases from 0 to 00, R increases monotoni­
cally from 2 to 00. For a= (m./mp)2 .. O. 018, we find 
R-l .. O. 47 and G2 

.. 1. 2 (GeV)2; while for m = m., M = 1 
(GeV), (a=0.031), we find R-1 

.. O.46 and G2"2.2 
(GeVY. We can also write an exact expression for the 
slope a6 when a o = 1, but this will not be solely in terms 
of elementary functions because (al/al) is not, even at 
1 = 1. However, for the small values of a we are in­
terested in, we can write an expanSion for a6 that 
reads, retaining all the necessary terms. 

ati .. (2/9M2}[-lna - (17/6) +ca], (4.19) 

where 

c= -2(lna)3/3 -17(lna)2/9 - (185 + 61T2)(lna)/27 

-17(31T2 + 52)/81 + O(a). (4.20) 

We note the logarithmic dependence of the slope on m 2
, 

a feature also found in some factorizable approxima­
tions. 45 For the case m=m. and M=l (GeV) considered 
above, we find ao"O. 27 (GeV}-2. For a=(mr!mp)2, the 
term ca in Eq. (4.19) introduces an appreciable correc­
tion to the contribution of the first two terms because 
of the larger value of a, and we find ao"O. 59 (GeV)-2. 
It is gratifying that the TA yields such reasonable val­
ues for the slope of the leading trajectory. 

F. Trace approximation for the forward equation 

This was first considered in Ref. 7, and subsequently 
in greater detail in Ref. 14 in connection with the oc­
currence of complex Regge poles. Arguments in favor 
of the apprOximation have also been presented in these 
references. The trace concerned has been evaluated in 
Ref. 14, but the resulting expreSSion is not in a closed 
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form, although the leading terms in a=m2/M2 can be 
found from it; it is in fact written, after some labor, as 
an infinite power series in exp( - a), where cosha 
= (l/2a) -1. 46 Here we want to show that some simple 
manipulations put the trace in a form which can be (1) 
easily compared with the corresponding expreSSion 
from the nonforward equation, (ii) evaluated in a neat 
closed form, from which all the relevant information 
can be read off. 

The eigenvalue condition for the forward equation 
(2.6) in the TA is 

1- RJ(a, a) = 0, 

where (4.21) 

J(a, a) = (a+ 1)-1 i'" dv(v + a)-2(:2v + 1 + ~~v + 1)1 /2) a+l. 

It is difficult to compare this with the condition 
1 - RI(l, a) = 0 obtained from the TA for the nonforward 
equation on setting t = 0, if we use the original repre­
sentation of Eq. (4.3) for 1(1, a). However, if we change 
the variable of integration in Eq. (4.21) to 

x = 2v /[2v + 1 + (4v + 1)1/2] 

and partially integrate once, we get 

i 1 Xa+1 

aJ(a, a) = (a + 1)-1 - dx (1 )2' x+ -x a 
° 

(4.22) 

This is to be compared with Eq. (4.5) for I(Z, a). The 
similarities and differences between the eigenvalue con­
ditions 1 -R 1(>", a) = 0 and 1 -R J(>", a) = 0 are now quite 
obvious. 47 Evaluating J(a, a) explicitly, we find 

aJ(a, a) = (a + 1)-1 - (a + 2)01[(1 + R)/(l _R)][R-1 F(l, a 

+ 2;a+ 3; _R-1) -RF(l, a + 2;a+ 3; -R}], (4.23) 

the analog of Eq. (4.7). As before, various results can 
be easily deduced from Eq. (4.23). For example, in 
the weak-coupling limit, there is one pole near a= -1, 
- 2, .•. etc., given again by a simple closed expression: 

a + 1 = G2 /m 2 , a + N = (_1)N-l(G 2 /m2)(Ml /m 2 ) 

x [sinh(N -1)9/sinh9] (N~ 2). (4.24) 

This is the analog of Eq. (4.8) (9 = -lnR as before). We 
find that for N = 2 and 3, Eq. (4.24) gives the correct 
sums of the roots for (a + 2) and (a + 3) in Eq. (3.5). As 
discussed in Sec. 4B, we expect this to happen in the 
TA. Again, to deduce the presence of complex poles, 
we first separate the term in J(a, a) that is Singular at 
a=O, thus: 

J( ) _( 1)-1_(1+R} (F(1,-u-1;-a;-R) 
a a, a - a+ (l-R) (a+ 1) 

_RF(1,a+2;a+3;-R) _ 1TRa+l) (4.25) 
(0'+2) sin1Ta . 

This is the counterpart of Eq. (4.9). The last term on 
the right gives rise to complex poles to the left of Re a 
= 0 for small values of a [recall that R = a +O(a2) as 
a - 0]. The position of the leading pole (for which Re a 
> 0) is given, as m 2 (or a) - 0, by the approximate equa­
tion 0"(0'+ l)(a+ 2) .. 2R, the expression used in Ref. 7. 
If this pole is at (1= 1, we must have R .. 3. A numerical 
solution25 of the exact forward equation gives R .. 5.3 in 
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this situation. The nonforward equation gives instead 
the condition [see Eq. (4.16)] ao(a o + l)=-R; and for a o 
= 1 we must have R =- 2. Finally, let us consider the 
M2 = 0 limit. The exact results in this case have been 
stated following Eq. (3.3). The TA of this Section yields 
just one pole in the 0' plane, given by 0' + 1 = G2 /m 2 • It 
thus gives the correct sum of roots for (0'+ N) to O(G2 ), 

a behavior expected of the TA, as already explained. 
We shall use all these points to evaluate, in the next 
section, the results of the factorizable approximations 
that have been suggested. 

5. FACTORIZABLE APPROXIMATIONS 

Various separable kernels have been proposed in sev­
eral recent papers as replacements for the nondegene­
rate kernels in the forward and nonforward partial-wave 
integral equations of the ABFST model, in the attempt 
to obtain at least approximate solutions to the problem. 
Our object here is the very restricted one of examining 
certain features of the trajectory structures that emerge 
in these factorizable approximations, and making some 
critical comments on the nature of such approximations 
in the light of the general discussion we have given ear­
lier on the role of the singularity structure of the basic 
kernel in the generation of trajectories. As in the other 
sections of this paper, we shall be concerned only with 
the trajectory functions and not with the corresponding 
residues. The Simpler forward equation will be taken 
up first. 

A. Factorizable approximations for the forward 
equation 

The approximations that have been proposed replace 
the nondegenerate kernel] ,,(u, u') of Eq. (2,6) by a sep­
arable, rank-one kernel of the form [f(u)g(U')]a+l, The 
latter quantity is generally taken to match the value of 
] ,,(u, u') at some boundary of the region 0 <!S U, U' < 00 of 
the variables u and u', since it is the behavior of the 
kernel at such points that determines the singularity 
structure. 

(a) The first case we consider is the choicell,12 

f(u) =U1/2, g(u) =U1/2(U + M2)-1, (5.1) 

so that [f(u)g(U,)],,+l is the limit of] ,,(u, u') as u - 0; it 
also correctly reproduces the u' - 00 limit and has the 
correct power behavior for u' near 0, The choice 
[f(u')g(U)]"+l, with f and g as given above, leads (obvi­
ously) to the same trajectory structure. The eigenvalue 
condition may be written as 

R -1 = [(0' + 1)(0'+ 2)]-1 F(l, 2;0'+ 3;1 - a). (5.2) 

Writing the 2F1 function in Eq. (5.2) in terms of func­
tions of argument a yields the expected a" /(Sin1TO') term 
that leads to complex poles, etc, These details have al­
ready been given in Ref. 11. Let us consider the eigen­
value condition of Eq. (5.2) in the weak-coupling limit. 
We find that the leading pole is given by 0' + 1 = G2 /m 2

, 

agreeing with both the TA and the exact expreSSion, 
whereas the secondary poles (one near each negative 
integer) are given by 0'+N=(-1)N-1(G2/m2)(lIfI/m2)(M'/ 
m2 _1)N-2, N?- 2. This agrees with the TA only for 
N = 2. The limit M2 - 0 produces just one pole in the 
0' plane, given by 0' + 1 = G2 /m 2, which also agrees with 
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the TA. Again, for a - 0 the leading pole is given by 
/r=-~O'(O'+l) so thatR =2 for 0'=1, which is a bit removed 
from the value R = 5. 3 yielded by the numerical solution 
to the exact equation. (However this last feature agrees 
with the t=O limit of the TA for the nonforward equa­
tion. ) We conclude that this simplest factorizable ap­
proximation is quite a reasonable one on most counts. 

(b) Next, we may try to match also the large-u be­
havior of] ,,(u, u') by modifying our choice of f and g t048 

f(u)=g(u)=Mu1/2(U+W)-1. (5.3) 

The eigenvalue condition is then 

R -1 = [r(O' + l)r(O' + 2)/r(20' + 4)] F(2, 0'+ 2;20' + 4;1 - a). 

(5,4) 

The leading pole is well-described in this approxima­
tion, for the weak-coupling limit gives 0' + 1 = G2 /m2

, 

and the a - 0 limit gives R = r(20' + 2) /r(O')r(O' + 1), so 
thatR =6 for 0'=1, However the W=O limit is totally 
incorrect, which is not surprising because the form as-
5umed for the kernel is also an approximation to] ,,(u, u') 
when lIfI is large compared to u, u'. Further, the sec­
ondary spectrum is also quite different from that of the 
TA or the exact equation, 

(c) Finally, let us consider the choice48 

f(u) =g(u) =U1/ 2(M' + 2U)-1/2, (5.5) 

which gives a kernel that is again a good approximation 
to J ,,(u, u') for W» u, u', without totally altering the 
W = 0 limit, The eigenvalue condition obtained is 

(5.6) 

As expected, in the weak-coupling limit there is one 
pole near each negative integer in the 0' plane, given by 
0' + 1 = G2/m2, 0' + N = (_1)N-1(G2/m2)(W /m2)(M2/ 
m2 - 2)N-2, N?- 2. This agrees with the results of the TA 
all the way up to N = 3, There is one pole near 0'= -1 in 
the M2 = 0 limit, given by 0' + 1 = G2/2"+lm2, which is 
reasonably close to the result in the TA. As for the 
leading pole as a - 0, this is given by the solution of 
R =2"0'(0'+1), orR =4 for 0'=1. We therefore consider 
the approximation of Eq. (5,5) a good one. 

We note that none of the above approximations proper­
ly handles the boundary in which u and u' both - 00, or 
at least as well as the TA does, although the choice of 
case (a) is again a reasonable one in this respect. 

B. Factorizable approximations for the nonforward 
equation 

The approximations that have been proposed herell,12, 48 

are rather straightforward extensions of those for the 
forward equation, The Qr function in the eigenvalue equa­
tion (2. 2) is replaced by its asymptotic form B(t, 1 
+ 1)(2z)-I-l for large values of the argument z, L e" by 
the first term in the expansion of Eq. (3.2). Next, the 
cross term -2(uu,)1/21;I;' in the expreSSion [M2 +u+u' 
- 2(UU,)1/21;I;' ]/2[uu'(1 - 1;2)(1 - 1;'2) ]1/2 for Z is dropped 
as being negligible compared to M2. This of course re­
duces the integral equation to a one-dimensional equa­
tion, because the dependence of the kernel on I; and 1;' is 
now in a factorized form. The intergal equation obtained 
still has a nondegenerate kernel because of the factor 
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[(UU /)1/2/(M2+u+u/)]'+1. At this stage the same factor­
ized approximations as were used in the case of the for­
ward problem may be used, namely, the replacement of 
the above expression by [f(u)g(U/)]1+1, with f and g as in 
(a), (b), or (c) of Sec. 5A, Since the exponent that ap­
pears is (1 + 1), the net effect is also equivalent to re­
taining just the first term in the expansion of Eq. (2.4) 
for Q" and then approximating] I(U, u /) by one of the 
above factorized forms. The resulting eigenvalue con­
dition reads 

[
1 -tx J 

XF 2, 1;1+2; ~(x+a-tI4l\f!)2 ' (5.7) 

Considering precisely how the sequence of approxima­
tions has run in deriving Eq, (5,7), it is not at all sur­
prising that at t = 0 the eigenvalue condition collapses 
to just that found in Sec. 5A, with (1 simply replaced by 
1. For f and g chosen as before, we can proceed to show 
that Eq, (5,7) gives a simple pole near each negative 
integer in the 1 plane, in the weak-coupling limit, Ex­
cept for the leading Regge pole, the other trajectory 
functions bear little relation to either the results of the 
TA or the known exact expressions. In fact the "con­
tinuity" of the above eigenvalue conditon (for 1) at t= 0, 
namely, its coinciding with the eigenvalue condition (for 
(1) derived from the forward equation, itself suggests 
how drastic the approximation is for all but the leading 
trajectory, 

An improved version of the factorizable approxima­
tion for the nonforward equation has also been pro­
posed. 12 The expansion of Eq. (2.4) is used for the Q, 
function in the kernel, and all the terms of the expan­
sion are retained. A factorized approximation is used 
for] I+n(u, u') for each value of n (just the choice of case 
(a) above for the functions f and g). The Fredholm de­
nominator continues to be rather complicated, being ob­
tained as an infinite determinant, each element of which 
is an (one-dimensional) integral. Even with this refine­
ment the secondary trajectory spectrum is rather se­
verely altered, there being one Regge pole near each 
negative integer value of 1 given (in the case M = m) by 
the too -simple expreSSion 1 + NOll G2 1m2

• As already 
stressed in Ref. 12, what is in fact established by the 
detailed consideration of such factorizable approxima­
tions is the validity of the TA for the problem at hand. 
We agree with this conclusion. 

6. CONCLUDING REMARKS 

We have studied the trajectory structure of the ABFST 
multiperipheral model with a resonance kernel, one of 
the simplest of a class of models of considerable im­
portance in high-energy scattering, using both the for­
ward and nonforward partial-wave integral equations. 
Our motivation and method of approach have already 
been spelt out at length in the Introduction. We have pro­
vided some insight into the complicated problem of the 
trajectory structure by analyzing the singularity struc­
ture of the relevant kernel using appropriate represen­
tations (expansions) for it, This procedure would remain 
an essential step when other, more complicated, ker-
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nels are considered. We have also worked the problem 
out in considerable detail in the trace or first Fredholm 
approximation, That this is a good apprOximation has 
already been hinted at in several works including some 
of those dealing with factorizable approximations, An 
examination of such factorizable approximation has 
shown us that they suffer from shortcomings that in­
clude, and, by and large, are more extensive than, 
those of the TA. We find that the TA preserves, to a 
fair degree of accuracy, the singularity structures of 
the relevant kernels. [For instance, in the case of the 
nonforward equation, the eigenvalue condition in the TA 
still involves a Q, function (with its attendant singulari­
ties in 1), instead of merely the first term in an expan­
sion of this function, as in the factorizable approxima­
tion-such a term may be the correct asymptotic limit 
of the function for large values of the argument, but it 
certainly drastically distorts the residues of the kernel 
at its poles in the 1 plane. ] We also find that the TA 
leads to good "effective" trajectory pOSitions for the 
leading and secondary poles in both the forward and non­
forward cases, and that other phenomena such as com­
plex Regge poles, threshold behavior of trajectories, 
the intercept and slope of the leading trajectory, etc. 
can be investigated in a close simulation of the actual 
problem, and more or less exactly. The recognition of 
the fact that the traces concerned can be evaluated in 
convenient closed forms, as functions of the particular 
quantity R (the reason for the natural occurence of which 
we have explained), should also be given due considera­
tion in this connection, for it means that we have not had 
to introduce further ad hoc assumptions in the middle of 
our analysis. 
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It is pointed out that the operation of inner plethysm may be defined in terms of the branching rules 
associated with the decomposition of an irreducible representation of the general linear group into a 
set of irreducible representations of the symmetric group. A variety of methods of evaluating inner 
plethysms are developed and a number of results tabulated. Special emphasis is placed on those 
results relevant to the embedding of crystallographic point groups in the rotation group in three 
dimensions. Symmetrized squares and cubes of some of these groups are deduced and an application 
to the symmetry properties of 3j symbols is given. 

I. INTRODUCTION 

Littlewood1,2 defined a new multiplication of S func­
tions which he later called the operation of plethysm 
and denoted by the symbol i81. Later still he introduced 
another operation on S functions which he referred to as 
the operation of inner plethysm3 and denoted by the 
symbol 8. Inner plethysms bear the same relationship 
to inner products of S functions as the original 
plethysms, now known as outer plethysms, bear to outer 
products of S functions. 

Murnaghan,4 on the other hand, defined a particular 
class of inner plethysms in terms of the symmetrization 
of Kronecker powers of irreducible representations of 
the symmetric group. Since it was well known that outer 
plethysms correspond to the symmetrized Kronecker 
powers of irreducible representations of the general 
linear group, he used the same symbol, i81, to denote 
both inner and outer plethysms, which were distin­
guished by the use of different symbols in the specifica­
tion of irreducible representations of the symmetric and 
linear groups. This notation is adopted here. 

As symmetrized powers, inner plethysms have an 
important role to play in theoretical physics, since, in 
particular, the problem of the reduction of a Kronecker 
square into its symmetric and antisymmetric parts 
occurs in many different contextsS

-
U some of which in­

volve groups isomorphic with a symmetric group. 
Furthermore, the symmetrized cubes are the key to an 
understanding of the symmetry properties of the gen­
eralized 3j symbols appropriate to the coupling of 
phYSical states; these correspond to basis states of 
irreducible representations of a phYSical symmetry 
group. 

However, inner plethysms were first used explicitly 
in the context of problems involving the reduction from 
a continuous symmetry group to a finite symmetry 
group. 12 The particular inner plethysms discussed by 
Murnaghan and whose evaluation was later reduced to a 
well-defined procedure by Littlewood13 are of great use 
in analyzing the physical states of the nuclear shell 
model. 14 

Butler and Wybourne1s first pointed out explicitly that 
outer plethysms may be identified with the branching 
rules associated with GL(N)-::;' GL(M) , The first aim of 
this paper is to stress the fact that inner plethysms may 
be identified with the branching rules associated with 
GL(N)-::;' ~,"' This identification is made explicit in the 
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next section in which a method of determining the alge­
braic rules3 associated with the operation of inner 
plethysm is outlined. 

In Sec. 3 a number of rather special inner plethysms 
are evaluated USing a variety of techniques based pri­
marily on dimensionality arguments and the properties 
of the well known Young-Yamanouchi orthogonal real­
ization of the representations of the symmetric 
group. 7.16 

Some of these techniques are extended in Sec. 4 to 
give the evaluation of a class of plethysms associated 
with the embedding of the dihedral group, D3 , the 
tetrahedral group, T, the octahedreal group, 0, and 
the icosahedral group, Y, in the three-dimensional 
rotation group SO(3). The results obtained are not 
new, 6,7 but the method used is original. 

It has recently been demonstrated17 that a study of 
the subgroup chain GL(N)-::;, GL(M)-::;, GL(M -1) yields 
some powerful techniques for the evaluation of outer 
plethysms. In the same way techniques for the evalua­
tion of inner plethysms are derived in Sec. 5 by a con­
sideration of the subgroup chain GL(N)-::;' ~m-::;' ~m-l and, 
more generally, of the chain GL(N)-::;' ~m-::;' ~.x~t with 
m ==s +t. 

Using all the techniques of Secs. 3-5, a table of inner 
plethysms is drawn up which represents the first sys­
tematic enumeration of such results. It is shown that 
it is a trivial matter to derive from the tables a number 
of results concerning the embedding of one group in 
another. 

Finally an application of the results to the determina­
tion of the symmetry properties of 3j symbols is dis­
cussed and illustrated by reference to the octahedral 
group. 

II. THE ALGEBRA OF INNER PLETHYSMS 

Each of the irreducible representations (/J.) of the 
symmetric group on m symbols, ~m' may be specified 
by a partition, /J., of minto p parts, so that (/J.) 

== (/J.1' /J.2'·· ., /J.p ) with /J.1 + /J.2 +, .. + /J.p ==m and 
/J.1 ::.. /J.2 ::.. ••. ::.. /J. p > O. The dimension, or degree, of 
such a representation is denoted by /IJ.) . 

If 

(2.1) 

then the matrices of the representation (/J.) of ~m form a 
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subset of the set of nonsingular NXN matrices associ­
ated with the general linear group GL(N). Thus ~m is 
necessarily a subgroup of GL(N) if there exists a faith­
ful representation (Il) such that (2.1) is satisfied. If (Il) 
is not a faithful representation of ~m then the relevant 
subgroup is ~,.lK("') , where K("') is the normal subgroup 
of ~m consisting of the set of elements of ~m mapped 
onto the j'" x j '" unit matrix in the representation (Il). Of 
course in such a case the matrices of the representation 
(Il) furnish a faithful representation of the factor group 
~m/K("'). 

For example the representation (22) of ~4 is not faith­
ful. The corresponding normal subgroup K(2

2
) is the 4 

group V, whilst the factor group ~4/K(22) is just ~3' The 
representation (22) of ~4 then furnishes the representa­
tion (21) of ~3 which is faithful. 

In what follows it is assumed that (Il) is a faithful 
representation of ~ m' In certain cases this will not be a 
valid assumption and the results should then be inter­
preted in terms of properties of the factor group 
~m/K("'). 

An irreducible representation {v} of the general linear 
group in N dimensions, G L(N), may be specified by a 
partition, v, of n into p parts with p < N. The dimension 
of such a representation is denoted by DN{V}. 

The defining, N-dimensional, representation of GL(N) 
is denoted by {1}, and the embedding of ~ m in G L (N) is 
defined by the mapping 

{1} - (Il) (2.2) 

corresponding to the fact that the set of representation 
matrices {l} contains the set (ilL The representation 
{1} of GL(N) is said to subduce in the subgroup ~m the 
representation ()l). Under this mapping (2.2) each ir­
reducible representation {v} of GL(N) subduces a repre­
sentation of ~"" denoted by ()l)0 {v}, which is in general 
reducible in accordance with the branching rule: 

{v}- (/l)0 {v}==~P",v.~(A), (2.3) 

where the summation is taken over all irreducible re­
presentations (A) of ~m' sothat A denotes a partition of 
m. The representation ()l)0 {v} of ~m is said to be an 
inner plethysm and the determination of the coefficients 
P "'''' ~ corresponds to the evaulation of the inner plethysm 
which is defined by (2.3). 

A check on the evaluation of the plethysm (/l)0 {v} is 
provided by the fact that the reduction procedure im­
plies, using (2.1) that (Ref. 16, p. 71) 

j (",)8{v) -D{v)-D{v) 
- N - f"" 

i.e. , 

D{V)=6p f(~) 
N .\ uv,).) • 

(2.4) 

With the definition (2.3) it follows immediately that3 

(2.5) 

and 

(2.6) 

where in (2.6) the symbol· indicates Kronecker products 
of representations of GL(N) and of ~m on the left-and 
right-hand sides, respectively. 
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The interpretation of an inner plethysm as a sym­
metrized Kronecker power is then seen by noting that 
the n-fold Kronecker power of the defining representa­
tion {l} of GL(N) given by 

{1}·{1}· .. "{l}==~j(V){v}, (2.7) 

where the summation is carried out over all partitions, 
v, of n, subduces the n-fold Kronecker power of the 
representation ()l) of ~m by virtue of (2.1). Hence (Ref. 
16, p. 71) 

(Jl) • (Il) ' .... (Il) =2:; j(V) (1l)0 {v}. (2.8) 
v 

Just as {v} is a symmetrized power of {I}, so (1l)0 {v} 
is a symmetrized power of (Jl). 

The remaining algebraic rules3 associated with inner 
plethysms may be derived by a consideration of the 
subgroup chains 

and 

GL(M +N)"=> GL(M)0GL(N)"=> 6 m ® 2:;","=> 6"" 
GL(MN)"=> GL(M)0 GL(N)"=> 2:;",0 2:;m"=> 6"" 

GL(N)"=> GL(M)"=> 6"" 
where the first links of these chains are associated with 
the outer products, inner products, 18 and outer 
plethysms,15 respectively. 

Thus the complete algebra of inner plethysms may be 
derived in a very trivial way from the definition 
afforded by (2.3). Clearly this definition may be gen­
eralized to give a class of plethysms associated with 
every group-subgroup combination. The algebra of 
such plethysms may be determined by a consideration of 
the appropriate subgroup chains. 

III. THE EVALUATION OF INNER PLETHYSMS 

Certain plethysms can be evaluated very simply using 
the definitions and results of Se c. 2: e. g ., a comparison 
of (2.2) and (2.3) yields the trivial result 

(3.1 ) 

while 

(1l)0 {O} == (m), (3.2) 

since under the mapping (2.2) the identity representation 
{O} of GL(N) subduces the identity representation (m) of 
~",. 

If v is a partition of n into p parts, with p > N = j("') , 
then D,(",){v}=O, and the dimensionality formula (2.4) 
implies that 

For example 

(21)0 {P} =0, 

since p == 3 > 2 = f21l . 

(3.3) 

In the previous section the emphasis was placed on the 
group-subgroup reduction GL(N)"=> ~",; however, it is 
well known that certain irreducible representations of 
~'" are unimodular, whilst all such representations may 
be made orthogonal as in the explicit Young-Yamanouchi 
realization of the representations. 
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If an irreducible representation (J,L) of 1:," is unimodu­
lar then 6", may be embedded in the special linear group 
SL(N) where N=/("). The branching rules appropriate 
to the subgroup chain GL(N)~ SL(N)~ 6 m are then such 
that 

(3.4) 

On the other hand, if the representation (J,L) is not uni­
modular then the one-dimensional representations {O} 
and {I N} of GL(N) must subduce distinct one-dimensional 
representations of 6"" so that for GL(N)~ 6". 

(3.5) 

To determine whether or not the matrices of a repre­
sentation (J,L) are unimodular it is only necessary to 
examine the Young-Yamanouchi (Ref. 7, p. 221; Ref. 
16, p. 38) realization of these matrices. The group 6", 
is generated by the set of transpositions (12), (23), ... , 
(m -1, m) whose matrix representations all have the 
same determinant since they belong to the same class. 
Consideration of the transposition (m -I,m) is therefore 
sufficient to determine whether or not the matrices of a 
representation (J,L) are unimodular. It is easy to see that 
the corresponding determinant is given by 

/ D"(m -1 ,m) / = ( + l)n1(_1 )n2(_1 )n3 = (- 1 )n2 + n3, (3.6) 

where nI and n2 are the number of standard tableaux of 
shape specified by the partition J,L having m -1 and m in 
the same row and same column, respectively, while n3 
is the number of pairs of such tableaux related by inter­
changing the positions of m -1 and m. 

The Littlewood-Richardson rule 19 for evaluating the 
coefficients m "v,A associated with outer products is then 
such that 

2 
n2 +n3 =/("/1), (3.7) 

where the division symbol (Ref. 20, p. 110) is defined 
by the relation: 

(J,L)/(F)=ymh,,(A), (3.8) 
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(3.11 ) 

where I" = N, {v}={v17 v2 , ••• ,vN } and {P} 
={vI - VN , v2 - vN , ••• ,O}, so that under GL(N)~ SL(N) , 
{v} - {P}. For example: 

~ "-' 
(31)0 {2F} = (31)0 {I} = (31) = (2F), 

and (3.12) 

(212)0 {2F}= (212)0 {l}= (2F). 

Particular cases of (3.11) corresponding to (J,L) = (m) 
and (J,L) = (1 m) are of special interest. In these cases 
since I (m) =1 (1 m

) = 1, whilst I (m /12) = 0 and I (1m /12) 

= I (Im-2) = 1 it follows from (3.3) and (3.11) that 

j
(m) if P = 1, 

(m)0 {v}= 
o if P > 1, 

and 1 (m) if p = 1 and n is even, 

(lm)0{v}= (1

0

"') ifp=l andnisodd, 

if p > 1, 

where v is a partition of n into p parts. 

(3.13 ) 

(3.14) 

These results correspond to statements about the 
branching laws associated with GL(l)=> 1: m/K("') and 
GL(I)~6m/K(lm), respectively, since the representa­
tions (m) and (1m) of 6 m are not faithful. In fact K(m) 
= 6 m and K(Im) =Am so that (3.13) and (3.14) are asso­
ciated with GL(l)~ 6 1 and GL(1)~ 6 2 , respectively. It 
should be stressed, however, that interpreting the re­
sults in terms of symmetrized products gives a meaning 
to (3.13) and (3.14) as statements purely about the group 
1:", . 

The last result (3.14) may be used in conjunction with 
the algebraic rule (2.6) to prove an important conjugacy 
theorem as follows. Since 

(3.15 ) 

in which the summation is carried out over all partitions the rule (2.6) implies 
A of m - 2. From (3.6) and (3.7) it follows that the 
matrix corresponding to every element of the group 6", 
in the representation (J,L) will be unimodular if and only 
if 1(" /12) is even. With this result (3.4) and (3.5) give 
the formula ( 

)(m) if N=/") and 1(,,/1
2

) is even, 
(J,L)0{I N }=) (3.9) 

(1"') if N=t") and/(,,/I
2

) is odd. 

For example 

(31)0 {P} = (14) and (2F)0{P} = (4) (3.10) 

since 

(31)/(12)=(2) and (21 2)/(F)=(2)+(F). 

More generally by considering products of representa­
tions of GL(N) and making use of (2.6), (3.3), and (3.9) 
it is easily shown that 

j
' (J,L)0{P} if v

N 
is even or 1(,,/1

2
) is even, 

(J,L)0 {v}= ,.-....-./ 
(J,L)0 {p} if v

N 
is odd and/("/I

2
) is odd, 
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(jJ.)0 {v}= [(lm)0 {n}]· [(/.L)0 {v}]. 

Application of (3.14) then yields the theorem21 

1 
(J,L)0 {v} if n is even, 

(ii)0 {v} = 
~ 
(J,L)0{v} ifn is odd. 

(3.16) 

This theorem is illustrated by the examples (3.10) and 
(3.12) . 

Quite apart from the unimodularity properties of the 
matrices of the representation (J,L), the very existence 
of an orthogonal realization of these matrices is suffi­
cient to prove that 6 m is a subgroup of O(N) as well as of 
GL(N). 

Hence23 

(3.17) 

and 

(J,L)0 {12} = O(m) + .... (3.18) 
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It is worth pointing out that the existence of the sub­
group chain GL(N)~ O(N)-:J:E m implies that it is mean­
ingful to define generalized inner plethysms of the form 
(Jl)<59 [I'] which are associated with the second link of 
this chain. Such plethysms may be evaluated by making 
use of the full chain and the algebra developed in Sec. 2. 
For example: 

(Jl)<59[n] = (Jl)<59 ({n}-{n-2}) 

(3.19) 

Furthermore, if there exists a unimodular repre­
sentation of :Em then it is meaningful to talk about the 
subgroup chains GL(N)-:J SL(N)-:J SO(N)-:J :Em and GL(N) 
-:J O(N)-:J SO(N)-:J :Em' so that plethysms associated with 
the embedding of :Em in the rotation group may be 
defined. 

In the same way of course the notion of inner plethysm 
may be generalized somewhat to include plethysms as­
sociated with the alternating group, Am' The relevant 
subgroup chain is then GL(N)~ :Em-:J Am where the last 
link is associated with the branching rule22 

if (/.1) > ("/1), 

if (Jl)«')1) 

if (/.1)=(')1), 

(3.20) 

where in general (Jl) ~ (il) according as the first non­
vanishing difference Jl I - iiI' Jl2 - iI2 , '" is positive or 
negative. If all such differences vanish then (Jl)=(iI). 
Brackets ~ ~ are used to denote irreducible representa­
tions of Am' and the subscripts + and - are used in the 
usual way to signify the irreducible constituents of the 
representation associated with a self-conjugate 
partition. 

The use of the associativity of the operation of 
plethysm together with (3.20) and (3.9) gives 

~Jl).® {I N} =~m~ if N =j(/J.) (3.21) 

and 

[~Jl~+ +~Jlk]<59 {1N}===~m~ if N=j(/J.) and /.1= ii, 

so that using the algebra of plethysms 

[~Jl~+ <59 {1 N /2}]. [~Jlk <59 {1 N /2} ===~m}, (3.22) 

where the fact that ji./J.~+ = jJ,/J.~_= N /2 has been used in 
conjunction with (3.3). 

If N = 2, corresponding to the two cases ~Jl~± =~21 ~± 
and ~Jl~± ===~22~±, (3.22) merely implies that{2H+ ·~2H_ 
=~3~ and~22~+ ·~22~_=~4~. However, for N>2 a dimen­
sionality argument is sufficient to show that 

(3.23) 

These results imply that all representations of Am 
other than ~21 ~± and ~22~ .. are unimodular. 

The results (3.17) and (3.18) may be extended some­
what23 and used in conjunction with (3.20) to give 

~Jl).® {2} = l~mH"'l 
if /.1'# j1, 

~/.1).® {F}=O{m~+ "', 

(3.24a) 
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and 

~Jl~± <59 {2} === 1{m~+'" ! 
if I" = j1 and t(m - r) is even, 

~/.1~. <59 {F} =O{m~+ .. · (3. 24b) 

but 

(3.24c) 

Thus the representations ~Jl~ and ~Jl~± with Hm - r) 
even are all orthogonal and not symplectic, whilst the 
representations ~Jl~± with t(m - r) odd are neither 
orthogonal nor symplectic. This corresponds to the fact 
that the former all possess real characters and real 
representation matrices and the latter some complex 
characters as was first deduced by Frobenius. 22 

These results may also be confirmed through an 
examination of the explicit representation matrices for 
the alternating group Am' 24 

IV. BRANCHING RULES ASSOCIATED WITH 
THE CRYSTALLOGRAPHIC POINT GROUPS 

The ease with which (3.13) and (3.14) were derived 
comes about as a direct result of the fact that these 
plethysms are associated with GL(N), where N=lm) 
= lIm) = 1. The value N = 2 arises in the cases (I") = (21) 
and (I") = (22). It is then necessary to deal with the 
representations {I'} of the general form {p + q, q} so that 
I'N === 1'2 = q. Since (21 )/(12) = (1) and (22)/(12) = (12) it 
follows from (3.11) that 

~ (21)<59 {P} if q is even, 

(21)<59 {p + q, q} =) ______ 

(21)<59 {P} if q is odd, 

(4.1) 

with an exactly similar result in which (21) in replaced 
by (22). 

To proceed further, it is merely necessary to note 
that for representations of GL(2) 

{P} = {p - I} . {I} - {P - 2} . {12}, (4.2) 

so that 

(21)<59 {P} = [(21)<59 {p -I}]. (21) - [(21)<59 {p -2}]. (13), 

(4.3) 

where use has been made of (3.1) and (3.9). 

Clearly (4.3) is a recurrence relation which may be 
used to derive (21) <59 {P} from the knowledge that 
(21)<59 {1}=(21) and (21)<59 {0}=(3). The general result 

obtained in this way may be written in the form 

(21)<59 {6s + r} "" (21 ) <59{r} + s[ (3) + 2(21) + (13)], (4. 4a) 

for r = 0, 1, 2, ... , 5 and <; = 0, 1, 2, ... , 

with 

(21)0 {o}= (3), (21)0 {1}= (21), (21)0 {2}= (3) + (21), 
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(21)181 {3}= (3) + (21) + (P), (21)181 {4}= (3) +2(21), 

(21)18I{5}=(3)+2(21)+(P). (4.4b) 

An exactly analogous result holds for the plethysms 
(22)181 {P} with (3), (21), and (}3) everywhere replaced by 
(4), (22), and (1 4), respectively. 

Making use of the results (4.4) and the identity (3.19), 
it follows that: 

(21)181 [3s +r]=(21)181 [r] with r=l, 2, 3 

and s == 0, 1, 2, 

where 

(21)181 [0]==(3), (21)181 [1]==(21)181 [2]=(21), 

(21)181 [3] == (3) + (13 ). 

... , 
(4.5a) 

(4.5b) 

Exactly the same techniques may be used in the cases 
for which N=j</Io) ==3, i.e., for (/J.) == (31) and (/J.) 
== (212). By virtue of the conjugacy theorem (3.16) the 
corresponding plethysms are related so that it is only 
necessary to consider the slightly Simpler of these two 
cases (/J.)==(2P). The use of (3.11) and (2.6) gives 

(2P)18I {p +q +r, q +r, r}== (212)181 {p +q, q}, 

=[(212)181 {p +q}]' [(2t2)181 {q}] 

- [ (212) 181 {p + q + I} ] . [(212) 181 (q - 1)] . (4 . 6) 

Furthermore the use of the subgroup chain 
GL(3)::J SO(3)::J ~4 allows (212)181 {k} to be determined 
from a knowledge of (212)181 [k], which may itself be 
evaluated using the well known SO(3) identity: 

[k]==[k-l].[I]-[k-l]-[k-2]. 

It is found that 

(212)181 [12s +r] 

== (2F) 181 [r] + s[(4) +3(31) +2(22) +3(212) + (14)] 

for r == 0, 1, 2, ... , 11 and s == 0, 1, 2, 

where now 

... , 

(4.7) 

(4.8a) 

(212)181 [r] + (212)181 [11 - r] == (4) + 3(31) + 2(22) + 3(212) + (1 4), 

(4.8b) 

.(31)0 [2]=.(3H+.(22~. +.(22~_, 

.(31~ [3] =.(4H 2.(3H, 

.(31)181 [4] ==.(4~+2.(31H.(22~. +.(22~_, 

.(31~ [5] == 3.(31~+.(22~. +.(22~_. 
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(4.9b) 

The enumeration of these results has been spelled out 
in detail in view of their important application in con­
nection with crystallographic point groups6, 7 through the 
well-known isomorphisms between the tetrahedral 
group T and A4 and the octahedral group 0 and ~4' The 
embeddings of T and 0 in the rotation group SO(3) are 
defined by 

[1] -.(3H (4.10) 

and 

(4.11) 

respectively, and the branching rules appropriate to 
SO(3)::J T and SO(3)::J 0 are given by (4.9) and (4.8), 
respectively. It should be noted that the mapping 

[1] - (31) (4,12) 

cannot be associated with SO(3)::J ~4 since the represen­
tation matrices for (31) are not unimodular as can be 
seen from (3.10). 

To complete the story it is really necessary to ex­
amine the icosahedral group Y, which is isomorphic with 
As, and the particular dihedral group D3 , which is 
isomorphic with ~3' Suffice it to say that the embeddings 
of these groups in SO(3) are defined by the mappings 

(4. 13) 
and 

(4.14) 

respectively. 
Plethysms associated with these embeddings may be 

evaluated in the case of (4. 13) by using the method in­
volving (4.7), and in the case of (4. 14) by using the 
algebra of plethysms and the results (4.4) or (4.5). The 
results take the form 

with ~312t.18I [2]=~32h (312).181 [3]=HH+~312t_, 

(212)181 [0] == (4), (2F)18I [1] == (212), (2P)18I [2] ==(31) + (22), (312).181 [4] =HH+~32t, (4.15) 

(212)181 [3] = (31) + (2F) + (1 4), 

(2P)18I [4] = (4) + (31) + (22) + (2P), 

(2P)18I [5] == (31) + (22) +2(212). (4.8c) 

It is worth pointing out that further extension of the 
subgroup chain to give GL(3)::J SO(3)::J ~ .. ::J A .. yields 
from (3.20) and (4.8) the result 

.(31~ [6s + r] =.(31~ [r] + s[.(4H3.(31}+.(22}. +.(22t.j 

for the first few cases associated wi th the icosahedral 
group, and quite generally for D3 

[(21) + W}]t~ [6s + r]== [(21) + (13)]181 [r] + 2s[(3) + 2(21) 

+(13
)] forr==0, ... ,5ands=0,1,2, ... , (4.16a) 

with 

[(21)+(1 3 )]181 [r]+ [(21)+(13)]181 r5-r]==2[(3)+2(21)+(13
)], 

(4. 16b) 
where 

for r = 0,1,2, ... ,5 and s = 0,1,2, ... , 

where 

(4.9a) [(21)+(13 )]181 rO]=(3), [(21)+(13)]181 [1]=(21)+(13
), 

[(21)+ (P)]18I [2]=(3)+2(21). (4. 16c) 

The results (4.8), (4.9), (4.15), and (4.16) are not, 
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TABLE 1. Notation adopted by Griffith, 6 Hamermesh,l and 
LomontZ5 for the irreducible representations of the groups D3• 
T 0 and Y , , 

'E3 D3 A4 T 
Ref. 6 7 25 Ref. 6 7 25 

(3) AI AI r l H~ AI A r l 
(21) E E r3 t31~ T F r 4 
(13) A z A z r z ~2Zt. 

E E 
r z 

f2Zt r3 

'E4 0 A5 Y 

Ref. 6 7 25 Ref. 6 25 

(4) AI AI r 1 f5t A r 1 
(31) Tz F z r 4 Hlr u r 4 
(2z) E E r3 ~32t V r5 
(212) Tl FI r5 f 312t. Tl r z 
(14) A z A z r z ~31Zt _ Tz r3 

of course, new, but it is notable that they have been ob­
tained without recourse to character tables. To make 
comparison with the results of Griffith (Ref. 6, p. 389), 
Hamermesh (Ref. 7, p. 339), and Lomont (Ref. 25, p. 
145), it is convenient to note the variations in notation 
given in Table I for the representations of the groups 
D 3 , T, 0, and Y. 

V. RECURRENCE TECHNIQUES FOR 
EVALUATING INNER PLETHYSMS 

It has been demonstrated elsewhere17 that the evalua­
tion of outer plethysms may be accomplished by a con­
sideration of the subgroup chain GL(Nb GL(M) => GL(M 
- 1). In the same way, for inner plethysms, considera­
tion of the branching rules associated with the subgroup 
chain GL(N)=> ~m=> ~m-l indicates that 

{1}- (Il)- (1l)/(1), (5.1) 

and more generally 

{v}- (1l)0 {v}- [(/l)0 {v}]j(l), (5.2) 

where use has been made of the branching rule (Ref. 26, 
p. 390 associated with ~m => ~m-l' Hence 

(5.3) 

This identity is the direct generalization for inner 
plethysms of the identity used by Littlewood as the basis 
of his third method of calculating outer plethysms. 2 The 
corresponding method of evaluating inner plethysms 
involves calculating the right-hand side of (5.3) from a 
knowledge of plethysms associated with ~m-l' and then 
using this for the left-hand side of (5.3) to evaluate the 
plethysms associated with ~m' 

For example (5. 3) implies that 

[(21)0 {i2}]j(1) = [(2) + (12)]0 {12}. (5.4) 

The use of (3. 13) and (3.14) yields for the right-hand 
side 

[(2) + (12)]0 {12}=(2)0 {12}+ (2)0 {I}' (12)0 {I} 

. + (12)0 {12}, 

(5.5) 
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so that 

(5.6) 

Writing 

(21)0 {1}=A(3) + B(21) + C(1 3
), (5.7) 

where A, B, C, are nonnegative integers to be deter­
mined, we then have 

[(21)0 {12} ]/(1) = (A + B)(2) + (B + C)W). (5.8) 

Comparison of (5.6) and (5. 8) indicates that A = B = 0 
and C=l so that 

(5.9) 

as is implied, of course, by the more general results 
(3.9). 

More generally, as in Littlewood's third method of 
evaluating outer plethysms, 17 ambiguities arise. For 
example they arise in the evaluating of (31)0 {2}. A 
technique for removing such ambiguities is suggested 
by a consideration of the subgroup chain GL(N) => ~m 
=> ~s0 ~t' where s + t=m. The branching rule appro­
priate to the second link in this chain is 

(5.10) 

where the summation is carried out over partitions a and 
T of sand t, respectively. This result implies, through 
a consideration of the full chain that 

(/l)0 {v}-[~mOT,,(a), (T)J0 {v} (5.11) 

under the reduction associated with ~m=> ~$0 ~t. 

The right-hand side of (5. 11) may be evaluated for all 
sand t such that s < m and t < m. This information can 
then be used in the evaluation of the left-hand side. 
Without loss of generality it is only necessary to con­
sider the cases for which s "" t. The case s=m -1, t= 1 
corresponds to the use of (5.3). 

(31)0 {2}- [(3), (1) + (21), (1)]0 {2} 

= 2[(3), (1)] + 2[(21), (1)]. 

Similarly under ~4=> ~20 ~2 

(31)0 {2}- [(2), (2) + (2), (P) + (12), (2)]0 {2} 

=3[(2), (2)]+ [(2), (12)]+ [(12), (2)]+ [(12), (12)]. 

Now assuming 

then under ~4=> ~30 ~1 

(31)0 {2}- (A + B)[(3), (1)] + (B + C + D)[(21), (1)] 

(5. 12) 

(5. 13) 

(5.14) 

+ (D+E)[(13), (1)] (5.15) 

(31)0 {2} - (A + B + C)[(2), (2)] + (B + D)[(2), (12)] 

+ (B + D)[(12
), (2)] + (C + D + E)[(12), (12)] . 

(5.16) 

Comparison of (5.12) with (5. 15) and of (5.13) with 
(5.16) gives 
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TABLE II. Plethysm coefficients. Pu.~ A. associated with GL(N)=> 1:4/,K<U.) /{v} ..... ~) ®{v}= 'Z Pu.~ A(A). 
• A ' 

(j.I);!(U.) (4); 1 (31); 3 (22); 2 
-N 

~ {v} (4) (31) (22) (212) (14) (4) (31) (22) (212) (14) (4) (31) (22) (212) (14) 

{OJ 1 1 1 

{I} I I I 

{2} I I I I I I 
{l2} I I 

~3} I I 2 I I I I 
2I} I I I I 

W} I 

{4} I 2 2 2 1 I 2 
{3I} 2 I 2 I I I 
{22} I I I I I 
{212} 1 

{I'} 

{5} I 1 4 1 2 1 2 1 
{41} 1 3 2 3 I I I I 
{3I} I 2 I 2 I 
{312} I 1 I 
{22I} I 
{213} 
{IS} 

A+B=2, B+C+D=2, D+E=O, quantities which enables (5.18) to be unambiguously ob-
(5. 17) tained. 

A+B+C=3, B+D=I, C+D+E=1. 

These equations have the unique solution 

A=B=C=I, D=E=O, 

so that in (5.14) 

(31)181 {2}:::::: (4) + (31) + (22) 

in agreement with the results of Sec. 4. 

(5.18) 

It should be stressed that the use of (5.3) alone cor­
responding to the use of (5. 12) and (5.15) leads to 
ambiguities which are eliminated by the use of (5.13) and 
(5.16). However, in general all such ambiguities may 
not be eliminated. 

This deficiency of this method of calculating inner 
plethysms using the subgroup chains GL(Nb 'Zm=> 'Zs® 'Z, 
with all possible distinct pairs of numbers sand t con­
sistent with the condition s + t = m is quite general. 
Examination of the second link of this chain shows that 
if 

(5. 19) 

where p, CT, and 'T are partitions of m, s, and t, and 
the coefficients BaT are known for all sand t, then the 
coefficients Ap may be calculated in all cases for which 
(p) is not of the form (m - k, 1 k). Furthermore, the sum 
of each pair of coefficients A(m-k,1~ +A(m_k_l,1k+1) may 
also be determined, so that a knowledge of anyone such 
coefficient A(m_k,1k) enables the remainder to be calculat­
ed. 

Thus in the case of 'Z4 the information available gives 
A(22),A",,+A(Sl)' A<S1l+A(212), andA(212)+A04). In the 
example quoted it is the vanishing of the last of these 
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Despite the persistence of ambiguities in the general 
case the method gives a lot of results when used in 
conjunction with other properties of inner plethysms. 
For example, the ambiguities may all be removed very 
easily in the case of plethysms (p,)® {2} and (p,)® {12} by 
virtue of (3.17) and (3.18) which imply that A(m) = 1 and 
A(m) =0, respectively. From the knowledge of these co­
efficients all the others may be obtained. 

VI. TABULATION OF RESULTS AND 
APPLICATION TO THE SYMMETRY 
PROPERTIES OF 3j SYMBOLS 

The main aim of this paper has been to present some 
new methods for the evaluation of the coefficients 
Pu.~,A in the inner plethysms 

(6.1) 

Other methods are of course available. 3,4,16,21 These 
depend principally on the very important embedding of 
'Zm in GL(m - 1) which is associated with the plethysms 
(m - 1, 1)181 {v}. Littlewood has given a formula for the 

,evaluation of this class of plethysms1S and the results 
have come to play an important role in the study of the 
nuclear shell model. One particularly important result 
is that 

(m -1, 1)181 (m -k, 1k) for k=O, 1, ... ,m -1. (6.2) 

This implies the existence of a subgroup chain 
GL(Nb GL(m - Ib 'Zm with, 

N=Dm_1{lk}=fm-k,l"> =(m -l)!/k!(m - k-l)!. (6.3) 
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TABLE III. Plethysm coefficients p"" A. associated with GL(N) :::l !:5/J(l") /{v}- (p.) ®{v} = t P"v,A (A). , 

(loll; jC,,) (5); 1 (41); 4 (32); 5 (312); 6 

=N 

~ {v} (5) (41) (32) (312) (221) (213) (15) (5) (41) (32) (312) (221) (213) (15) (5) (41) (32) (312) (221) (213) (15) (5) (41) (32) (312) (221) (213) (15) 

(0) 1 1 

(1) 1 1 

(2) 1 1 1 1 
(12) 1 

(3) 1 1 2 1 1 
(21) 1 1 1 1 
(13) 

(4) 1 2 3 2 1 1 
(31) 2 2 3 1 
(22) 1 1 2 1 
(212) 1 1 
(14) 

Application of the associativity rule to this subgroup 
chain then yields the identity 

1 

1 

1 

[(m -1,1)181 {lk}J® {v}=(m -1,1)181 [{lk}® {v}J. (6.4) 

Hence from (6.2) 

(6.5) 

This formula may be used in the evaluation of the inner 
plethysm on the left by using known results for the outer 
plethysm on the right, followed by the use of Little­
wood's technique for the evaluation of plethysm of the 
form (m -1,1)181 {p}. 

Butler21 has gone further by showing that any repre­
sentation (j..I.) of ~m may be written as a sum of products 
of representations of of the type (m - k, lk), so that using 
the algebra of inner plethysms, followed by (6.5) and 
Littlewood's theorem, any plethysm (j..I.)I8I {v} may be 
evaluated. 

These methods have all been used to calculate 
plethysms but the only tabulation of results is that of 
Murnaghan4 for the plethysms (m - 1. 1)181 {v} for general 
m, and va partition of n with n ~ 6. To obtain results 
for specific values of m from these tables it is neces­
sary to use the rather simple modification rules appro­
priate to the symmetric group (Ref. 20, p. 98). 

1 

1 1 

1 1 

1 1 1 1 1 1 2 1 1 
1 1 1 1 1 

1 2 2 1 1 1 1 2 1 5 1 2 
1 2 2 2 1 2 3 4 3 2 

1 1 1 1 1 1 1 1 

2 3 4 2 4 1 4 5 7 3 7 3 2 
3 4 6 4 4 1 1 6 9 10 9 8 3 

2 3 3 1 2 1 1 3 5 6 3 5 2 1 
1 1 3 2 2 3 3 3 4 4 4 

1 1 1 1 

On the other hand, the methods described in this paper 
lend themselves to the evaluation of the more general 
plethysm (j..I.)® {v} in which j..I. is any partition of a 
specific number m. The results obtained using the 
methods of Secs. 3-5 are given in Tables TI, TIl, and 
IV in which the coefficients P"V.A are tabulated for j..I. a 
partition of 4, 5, and 6, respectively. 

These results give the reduction of every inner 
plethysm associated with the embedding of ~4' ~5' and 
~6' respectively, in GL(N) provided that the embedding 
is defined in terms of a mapping of the form {1}- (j..I.) 
with (j..I.) irreducible and faithful. Of course the con­
jugacy theorem (3.16) is used to extend the range of the 
tables. 

All the results pertaining to ~2 are, of course, trivial, 
since the only representations (2) and (12) are covered 
by the general results (3.13) and (3.14). These also 
cover the inner plethysms associated with the repre­
sentations (3) and (P) of ~3. The plethysms associated 
with (21) are given by (4.1) and (4.4). They may also be 
obtained directly from Table II by noting that the rele­
vant subgroup chain, GL(2)::l ~4/K(22) = ~3' is defined by 
the mapping 

{1}- (21). (6.6) 

TABLE IV. Plethysm coefficients P",v,A' associated with GL(N):::J !:6/K("')j{v} - (p.)®{v}= r P",V,A(Al. 

(1'); f(")~N (6); 1 (51); 5 (42); 9 

~) {vj (6) (51) (42) (41') (3') (321) (31 3) (2 3) (2'1') (21') (16) (6) (51) (42) (41') (3') (321) (313) (23) (2'1') (21') (1') (6) (51) (42) (41') (3') (321) (31 3) (2~ (2'1') (21') ( 

(0) 1 1 1 

(1) 1 1 1 

(2) 1 1 1 1 1 1 2 1 1 
(1') 1 1 1 1 
(3) 1 1 2 1 1 1 2 2 5 2 1 3 2 2 1 
(21) 1 1 1 1 2 4 3 1 6 3 2 2 1 
(13) 1 2 1 1 2 2 1 

(1'); f(") ~N (41'); 10 (32); 5 (321); 16 
(0) 1 1 1 

(1) 1 1 1 
(2) 1 1 2 1 1 1 1 1 1 1 1 2 3 1 1 3 1 2 1 1 1 (12) 1 1 1 1 1 3 1 2 3 2 1 
(3) 2 2 6 2 4 4 2 1 1 2 1 1 2 6 10 12 6 17 12 6 10 6 2 
(21) 2 4 5 2 8 4 2 4 2 1 1 1 1 1 9 17 18 9 32 18 9 17 9 1 (13) 1 1 2 1 2 2 2 2 2 1 1 1 4 7 8 4 12 8 4 7 4 1 
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Interpreting inner plethysms as symmetrized products 
it is then clear that under ~4:::) ~3 

(6.7) 

However, in general 

(6.8) 

since the nth Kronecker power of (22) only contains the 
representations (4), (22), and (14). Decomposing these 
representations in the usual way into the representations 
(3), (21), and (1S), it then follows from (6.7) that 

(21)0 {1I}=A(3) + B(21) + CW). (6.9) 

Thus the plethysm (6.9) associated with (21) may be 
read off from the tabulation of (6.8) associated with (22). 

It should be stressed that in drawing up the tables the 
well known identity (Ref. 16, p. 43, Ref. 20, p. 89) 

{v} = I {l'Vi-i+J} I, (6.10) 

has been used in conjunction with (2.5) and (2.6) to re­
duce the amount of work involved. Thus it is only neces­
sary to calculate inner plethysms of the type (/-L)0 {lk}, 
from which all others may be calculated. 

A number of interesting facts may be established very 
easily from the results of the tables. For example, the 
only irreducible representations of ~m which define an 
embedding in GL(3) are (31) and its conjugate (212). Both 
representations are orthogonal since (31)0 {2} and (212) 
o {2} both contain the representation (4). However, only 
(212) defines an embedding in SO(3) since (31)0 {13}= (14) 

whilst (212)0 {13} = (4). This is sufficient to identify the 
embedding of ~4 in SO(3) with the embedding of the point 
symmetry group, 0, the octahedral group, in SO(3) as 
discussed in Sec. 4. 

It is then easy to read off from Table II the branching 
rules associated with 50(3):::) O. Adopting the notation of 
Griffith6 defined in Table I and making use of the fact 
that a state of integral angular momentum J is defined 
by (J] ={J}- {J - 2}, Table II gives 

(O]-A I , 

[1]- TI , 

(2]-T2 +E, 

[3l-T2+TI +A2, 

(4l-A I +T2+E+TI , 

[5l-T2 +E+2T1 , 

(6.11) 

in agreement with the tabulation of Griffith (Ref. 6, p. 
389) and (4. 8). 

Of course results other than those of Sec. 4 may also 
be obtained from the tables. For example it is easy to 
see that the symmetrized and antisymmetrized squares 
of the irreducible representations of 0 are given by 
(Ref. 6, p. 405) 

.T20 {2}=A 1 +T2+E, T 2 0{12}=T1 , 

E o {2}=Al +E, E 0W}=A2 , 

T l 0{2}=AI +T2 +E, T I 0{12}=Tl , 
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(6.12) 

Such results are important in establishing selection 
rules for certain physical processes. They may also be 
derived without the explicit use of the character table 
for the group 0 by the methods of Smith and Wybournelo 

who make use ~f the subgroup decomposition 50(3):::) Y, 
and the symmetrized and anti symmetrized Kronecker 
squares of representations of 50(3) to derive the cor­
responding results for Y. In the case of the group 0 for 
example, (6.11) and (4.15) imply that 

(T2 +E)0 {2}=2A l + 2T2 + 2E+ T l . 

However, T 2' E = T2 + T l' whilst any power of E only 
contains the representations AI' A 2 , and E. Hence 

T 20 {2}=Al + T2 + E and E0 {2}=AI + E 

in agreement with (6.12). Clearly the tabulation given 
here provides a more direct way of obtaining these 
results. 

These results on symmetrized squares are also rele­
vant to the determination of the symmetry properties of 
the 3j symbols. 

Quite generally the physical states associated with the 
representations of a symmetry group labelled by j.J., v, 
and A couple together in an invariant way if and only if 
the product j.J.' II' A contains the identity, I-dimensional 
representation of the group which it is convenient to label 
by 11. In general 

j.J.' v, A =M11 + ... (6. 13) 

and M is the number of distinct couplings invariant 
under the symmetry operations of the group in question. 
The physical states associated with the representations 
j.J., II, and A may be specified by indices i, j, and k. With 
this notation it is convenient to denote the corresponding 
3j symbols27 by (j.J.VA )ii k' where r is a multiplicity label 
taking on the values 1,2, ... ,M. 

If all the representations j.J., v, and A are distinct, the 
3j symbols may be chosen so that the pairs of labels 
j.J.i, vj, and Ak may be permuted without altering the 
value of the coefficients for every value of r. 

If, however, j.J.=V*A andM=M2+MI2 where 

(j.J.0{2}].A=M211+··· (6.14) 

and 

[j.J.0 W}J. A = M1211 + "', 

then (Ref. 7, p. 264) 

(j.J.j.J.A)j ik = 0r(j.J. j.J.A)jik' (6.15) 

where or = + 1 or - 1 according as r is associated with 
the set of M2 symmetric couplings or the set of Ml2 
antisymmetric couplings. 

This result may be generalized in such a way that if 
j.J. = V= A and M =Ms + 2M2l +M13 with 

.lJ.0 {3}=M311+"', 

p. 0 {21}=M2111 + "', 

j.J. 0 {1 3}=MI311 + ''', 

(6.16) 



                                                                                                                                    

267 R.C. King: Branching rules for GL(N)-:J"£m 

then 

(Illlil );Wk) = ~D~~( 7T)(1l1l1l ~jk' (6. 17) 

where 7T is an element of the permutation group ~3 acting 
on the letters ijk, and D"'(7T) is the matrix representing 
this permutation. 28-32 The particular representation, 
v., is (3), (21), or (13) according as r belongs to the set 
of M 3 totally symmetric couplings, the set of 2M 21 mixed 
symmetry couplings or the set of M 13 totally antisym­
metric couplings, respectively. Thus the symmetry 
properties of the 3j symbols involve more than a phase 
factor if and only if M21 is nonzero. 29 A group is said to 
be a Simple phase group33 if for every representation Il 
of the group 

(6. 18) 

with 

Only the values E. = + 1 and - 1 occur for the couplings 
associated with M3 and M 13. Clearly (6.18) will be in­
valid and the group will not be a Simple phase group if 
there exists Il such that M21 is nonzero since D21(7T) is a 
2 x 2 matrix. 

Examination of Tables II, III, and IV and the results 
pertaining to ~2 and ~3 indicates that ~m is a simple 
phase group if m "" 5. However, for m = 6, 

(321)0{21}= (6)+ .. ·, 

so that ~6 is not a simple phase group. This result has 
been noted elsewhere29 ,33 but the connection between the 
symmetry properties of 3j symbols and inner plethysms, 
although hinted at, 33 has been neither explicitly stated 
nor used before. Butler has independently noted this 
connection. 32 

Returning to the octahedral group, isomorphic with 
~4' it follows from Table II, or eqll.ivalently (6.12), 
that the only couplings (1lIlA) with Il *A for which Ii. is 
not + 1 are those denoted by (T2T2T 1) and (EEA2). In 
these cases Ii. = - 1. In the same way it follows from 
Table II that the couplings (Illlll) have the symmetry 
properties of (6.18) since in all cases M21 =0. More­
over, E. = + 1 except in the case (T 1 TIT) for which E. 

== + 1 or - 1 according as the permutation 7T of (6. 18) 
is even or odd. This is in agreement wi th the work of 
Griffith (Ref. 6, p. 446, Ref. 28). 

From these remarks it should be clear that the rather 
obscure operation of inner plethysm has an important 
role to play in understanding the properties of finite 
subgroups of continuous groups and in physical 
applications. 
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Some comments on a recent paper of Glasser 
[J. Math. Phys. 14, 409 (1973)] 

Andre Hautot* 

Institut de Physique, Universite de Liege, Sort Tilman par 4000 Liege I, Belgium 
(Received 5 November 1973) 

The calculations which lead to results recently established by Glasser are simplified. 

In a recent issue of the journal [J. Math. Phys. 14, 409 
(1973)], Glasser published a very interesting paper deal­
ing with the possibility of evaluating exactly certain 
double series. The final results are expressed by him 
in terms of Riemann zeta and beta functions; they are 
listed in Table I of his paper. The aim of this short 
note simply lies in the two following point: 

(a) An error has been committed in the evaluation of 
52; we correct it. 
(b) it is possible to simplify greatly a part of the cal­
culations, especially those which lead to the value of 55' 

Let us first recall the notations used: m and n run 
over all positive integers;p and q run over all positive 
even integers; and k and [ run over all positive odd 
integers. We wish to evaluate the following sums: 

51 == L: (111 2 + n2 )-s, 52 == L: (-1)m+n(m2 + n2)-s, 
m.n m,n 

53 == "0 (-1)m-1 (m 2 + n 2 )-s, 54 == E (k 2 + [2)-s, 
m,n 

55 == E (m 2 + p2)-s, 
m,p 

57 == L: (m 2 + k 2 )-s. 
m,k 

k,l 

56 == E (k 2 + p2)-s, 
k,p 

As we shall see later it is only necessary to evaluate 
two of these sums since all the others will follow 
through elementary arithmetical deductions. It is pos­
sible to simplify the procedure indicated by Glasser in 
the following way. To evaluate 51 and 53 we start with 
Jacobi's identities (Iq I < 1): 

00 00 00 ~ 00 

:B L: (_I)r+t q (4r+2)(t+1) == L: L: (_I)m+1qm2+n2 - z::; q4n 2. 
o 0 1 1 1 

The reader who is not familiar with the theory of the theta 
functions can verify these identities by equating in the 
two members the terms of equal power in q. Put q == e-x , 

multiply the two members by x s- 1 and integrate both sides 
between x == 0 and x == CIJ. The results announced by 
Glasser are immediate. The evaluation of the other sums 
can, of course, be performed through the same procedure; 
but there is a Simpler way. It is evident that the set of 
positive integers can be split into two subsets: the set 
of positive odd integers and the set of positive even 
integers. Our conclusion is that one has: 257 == 51 + 53 
and 255 == 51 - 53 through a simple arithmetical device. 

The reader will prove without difficulties that 

52 == (22-2 s - 1) 51 + 253, 

54 == 2-2 s51 + 53' 

256 == (1 - 21-2s) 51 - 53' 

Thus we have proved that all the sums 51 ... 57 are 
deduced linearly from 51 and 53' Finally, one has the 
following table (with the corrected value of 52): 

51 == ~(s)i'3(s) - ~(2s), 

52 == (1 - 21-2s)~(2s) - (1 - 21-s)~(S)i'3(s), 

53 == 2- s [2-s~(~s) + (1 - 21-s)~(s)i'3(s)], 

54 == 2- s (1 - 2-s)~(s)i'3(s), 

55 == 1 (1- 2- s + 21-2s)~(S)i'3(s) - t(1 + 2-2s)~(2s), 

56 == 1 (1 - 2-S)~(s)i'3(s) -1 (1 - 2-2 s)~(2s), 

57 == HI + 2- s - 21-2s)~(S)i'3(s) -1(1 - 2-2s)~(2s). 

*Presently Professor at the National University of ZaJre, Kinshasa. 

Erratum: Modified Lippmann-Schwinger equations for two-body 
scattering theory with long-range interactions 
[J. Math. Phys. 14, 1398 (1973)] 

E. PrugoveCki and J. Zorbas 

Department of Mathematics. University of Toronto, Toronto, Canada M5S lAl 
(Received 19 October 1973) 

The definition of D in (4.5) should read 

( 
q I A b ) 11/2 

(DX[a,b») (A) == I Al/2 1 - cos .; log A = a 1 

On the right-hand side of the inequality (4.8) there 
should be x instead of x 2 • With these corrections 
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Lemma 4.1 still shows that II Z'i'x [a,b) 11:5: const II X [a,b) II 
for [a, b) C A, but it is not sufficient for establishing 
boundedness for the general case when Z'i' is applied 
to an arbitrary element of the form (4.6). In order to 
prove boundedness in this case, improved estimates 
taking into account the highly oscillatory behaviour of 
the kernel of Zf. are required. 
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